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INSTRUCTIONS ON THE VERIFICATION OF ELECTRO-OPTICAL
SHORT-RANGE DISTANCE METERS ON SUBSIDIARY STANDARDS
OF LENGTH IN THE FORM OF EDM CALIBRATION BASELINES.

Proposed by

Dri -JuM. Raeger
School of Surveying,
University of New South Wales,

P.O. BOX 1,
KENSINGTON, N.S.W. 2033,
April, 1984.

INTRODUCT I ON

These instructions contain the field and analysis procedures for the
verification of electro-optical short-range distance meters on
subsidiary standards of lengths in the form of EDM calibration baselines
certified under Regulation 80, Weight and Measures (National Standards)
Regulations 1966. They have been designed to produce instrument
corrections in fulfillment of the requirements of Recommendation No.8
as made by the National Standard Commission's Working Party on the
""Calibration of Electromagnetic Distance Measuring (E.D.M.) Equipment"

on 1 February 1983:

"8. It is recommended that, in general, the minimum standard for
uncertainty of calibration of an EDM instrument, assuming
calibration against a monumented base, should be:

=3
*+ (3+30x 10 x L) mm

at the 99% confidence level, where L is the interval length
in metres''.

(It should be noted that it is proposed to change the constant term in
above equation to 5mm!).

The field and analysis procedures are the result of discussions held by
the author with the verifying authorities of all States and Territories.
The views of States and Territories have been taken into account, as far
as a consensus was achieved. The suggested procedures are thought to
constitute the minimal steps necessary to yield an instrument correction
(usually comprising an additive constant, a scale correction and,possibly,
cyclic error corrections) with a total uncertainty which is in agreement
with the standard clause of Recommendation No.8 listed above. Sometimes,
alternative procedures are listed which will yield instrument corrections

of higher accuracy (lesser uncertainty).



These instructions also contain a list of items which should be stated
on any type of certificates issued for a tested instrument. The stated
items fully describe the instrument correction, its uncertainty of one
part in one hundred, the conditions under which it has been measured
and those, under which it is valid.

The author suggests that the States and Territories:

(1) publish the recommended field procedures of Section 2 in one form
or another for issue to all surveyors in the state/territory.
This would be in connection with informations on certified baselines,
computing service, and repetition rate of calibrations. Such a
publication should include standard field forms for the baseline
measurement and the calibration of the thermometer (s) and barometer (s).

(2) establish a computer program along the lines of Section 3 for the
processing of all baseline measurements in the State/Territory for
the purpose of computing an instrument correction and its associated
confidence interval pursuant to Recommendation No.8.

(3) issue standardized test reports for all baseline measurements supplied,
as recommended in Section 4. Should the measurements have been
executed by the verifying authority itself, the same format can be
used to issue a formal 'Regulation 80 Certificate'. The test reports
should be programmed as part of the computer program listed above.

Because the test reports (andthe measurement and analysis procedures on
which they are based) should be reciprocally acceptable, a uniform approach
across Australia to the interpretation of Recommendation 8 is essential.



RECOMMENDED FIELD PROCEDURES

Below the minimal procedures are listed which have to be followed when
verifying (calibrating) a short-range distance meter on a subsidiary
standard of length (in the form of EDM calibration baseline, certified
under Regulation 80, Weights and Measures (National Standard)
Regulations, 1966) pursuant to Recommendation No.8, National Standard
Commission's Working Party on the '"Calibration of E.D.M. Equipment'',
dated 1 February 1983. Improved procedures for increased precision

are listed as options. Occasionally, reasons for particular requirements
are given. These recommended field procedures apply to short-range
electro-optical distance meters, only.

2.1. - MEASUREMENTS ON BASELINES WITH PILLARS

Unless stated otherwise below, the measuring procedures specified
by the respective manufacturer should be followed. However,
should a more sophisticated measuring procedure be generally used
with a particular distance meter, same sophisticated procedures
should be followed on baselines if the calibration is to reflect
these sophisticated procedures.

(1) - The observation sequence should be chosen in such a way that
short lines are measured first and long lines later. (For
example, if all 21 combinations on a 7 station baseline are
to be measured: 6>7, 537, 556, 4+6, 45, 47, 48, 3-8, ...,
1-5, 1-4, 1+3, 1+2. (0On Sprent-Zwart baselines, the reflector
will move from the closest to the most distant station and
back) .

Reason: By the time long distances are measured, the frequency
has stabilised because of levelling out of acclimatisation
and warm-up processes.

(2) - The EDM instrument station must be shaded by an umbrella.

Reason: Temperature and barometers must be measured in the
shade. The scale of an EDM instrument is temperature
dependent and must be referenced against ambient air
temperature (as measured in the shade). Furthermore,
more and more manufacturers specify now the use of
umbrellas on hot days and for more precise work. (An
umbrella costs about $50).

Option: Shade both, instrument AND reflector station with an
umbrella, as soon as temperatures are measured at both
ends.

Note: The verifying authorities may provide permanent fixtures
at instrument stations for easy use of survey umbrellas
or, alternatively, install permanent sunroofs.

(3) - Temperature and pressure is measured (in the shade) at the
instrument station at the beginning of baseline measurements,
upon completion of these and at half-hourly intervals between
the two times and at other times when a change in weather is
experienced.
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Reason: The scale of EDM is dependent on temperature and
pressure through the velocity of light at the
rate of 1 ppm per degree Celsius and per 3 millibars,
respectively.

Note 1: The author decided against using pressures based on
standard atmospheres. In Sydney, the difference
between minimum and maximum pressure amounts to
57.5 mb. Using an average pressure would introduce

a scale uncertainty (99% confidence level) of * 10 ppm.

This is excessive and would jeopardize all efforts to
derive a scale versus temperature behaviour in the

long term (from repeated baseline measurements). A

small averoid barometer costs about $100. (Surely,

all surveyors can afford such an outlay when buying
a basic EDM outfit!)

Option: Temperatures and pressures are measured at both ends
of lines (in the shade) and before and after the
distance measurements on a line.

Note 2: In the case of steep baselines, the change of pressure

between instrument and target station can be taken
into account by the analysis program. Also for
particular baselines, the verifying authorities may
specify, at what stations the temperatures/pressures
should be measured, based on the 30 minute intervals.

Partial Water vapour pressure or relative humidity is not
measured. A baseline specific yearly average should be taken
into account by the analysis.

Reason: The maximum effect of changes in humidity affects the
first velocity correction by less than 2 ppm.

Note 1: The verifying authorities should evaluate average water
vapour pressures for all baseline sites from information
available at Regional Offices of the Bureau of Meteorology.
For example, the partial Water vapour pressure (3pm) at
Richmond, N.S.W., varies from 3.3.mb to 31.0 mb and has a

mean of 12.8 mb. The maximum scale error caused by
adopting a mean value is 0.73 ppm in this case. (This

was derived from data given in: BUREAU OF METEOROLOGY,
1979. Climatic Survey, Sydney, Region 5, New South Wales,
Australian Government Publishing Service, Canberra, Cat.

No. 79 90989). See addresses in Appendix B.

Note 2: Alternatively, the same data may be evaluated from

information given by the daily press under such headings
as 'yesterdays weather',at least in major cities. A full
year should be evaluated. The paper should state relative
humidity and dry bulb temperature measured at the same time

(and at same location). Such information may be found
in 'THE SUN' (Melbourne), 'THE SYDNEY MORMING HERALD',
'"THE CANBERRA TIMES', 'THE COURIER MAIL' (Brisbane), to

give just a few examples. It is again stressed that

humidity and dry bulb temperaturemust be given for same

time, e.g. 9 a.m. or 3 p.m.



(6) -

G =

Note 3: The equation for the computation of partial water
pressure from relative humidity is given in Riieger,J.M.
1982. 'Introduction to Electronic Distance Measurement',
as are tables for the saturation water pressure.

On the first EDM instrument station to be occupied, the EDM
instrument is set up and shaded (without turning on) at least
15 minutes prior to measurement of the first line on the
baseline.

Option: Set-up,turn-on and leave then for 15 minutes before
taking the first measurement. The instrument is then
kept operating all the time (even during transport) till
the last line on the baseline has been measured.

Reason: Time should be given to the instrument to adapt (from
transport) to ambient condition (acclimatisation).
If this is done whilst operating, some warm-up effects
are also overcome.

Important: EDM instruments equipped with oven controlled crystal
oscillators must be warmed up as specified by their
manufacturers.

The "'ppm-knob'' is set to the neutral position, usually Oppm.

Reason: It is more accurate to apply the correction by
computation, because the dial itself may not be linear
and because the dial can be set with loss of accuracy
only. (Step intervals can be as large as 30 ppm !).

On each line, four distance measurements are taken, with
repointing after each measurement. Pointing is "optically' or
"lelectronically'" (maximum signal strength) as prescribed by the
manufacturer of the instrument concerned.

Reason: Minimises and randomises pointing errors.

Option: Series of measurements are taken on each of the four
pointings.

If possible, all distances are measured with one single
prism. |f necessary, longer distances may be measured to one
triple prism. This (these) prism(s) should carry a permanent
and unique identiciation label(s).

Note 1: It is suggested that the verifying authorities include
a blank field on standardised field form for a sketch
of relector assemblies used. |In particular, horizontal
axes should be shown. |If the reflector tilts about an
eccentric axis, the user should clearly state if wuse
was made of this mechanism.
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Note 2: Any other prisms generally used with the EDM instrument
should be tested separately for differential reflector
constants. This can be easily done, by measuring in
turn to all prisms over about 100 m and repeating this 10
to 20 times ( viz. A,B,C,D, A,B,C,D,... )

Note 3: The analysis program must be able to handle two heights of
reflector per instrument, viz. one for the single prism and
one for the triple prism.

(9) - The measurements should be executed with the attenuator or aperture
setting as prescribed by the instrument's manufacturer for a
particular distance range.

(10)

Between the first and the last measurement on the baseline, the EDM
instrument should be kept in the open air and in the shade.

Reason: The temperature of the EDM instrument should be kept at
ambient air temperature. See (2).

(11) - EDM instruments should be operated according to the manufacturer's
instruction and/or according to the measuring procedures followed
during ''legal surveys'. Should the manufacturer suggest a number of
alternative procedures, the field notes and the verification certificate
should clearly indicate which procedure was followed.

(12) = The EDM instrument should be turnedon immediately prior to the four
measurements of a line and it should be turned off after these four
measurements.

Important: Instruments featuring over-controlled oscillators should not
be turned off between the first and the last line measured
on the base. See also (5).

Option: Best precision is achieved by running the EDM instrument
continuously from the first line measured on a baseline to the
last.

(13) - On pillared baselines, the height of the reflector, of any tilting axis
on target/reflector assembly, of the EDM instrument and of the height of
theodolite (if EDM equipment mounted on such) above the bottom plate of
the tribrach used should be measured and booked to millimetres before and
after the baseline measurements. This is best done in the office on a
table, by measuring the heights from the table top with a pocket tape in four
cardinal directions. The footscrews should be in mid-position during these
measurements. Before levelling theodolite, EDM instrument and reflector

on any station, the footscrews should be returned to the mid-position.

Reason: If levelling is started from mid-position of footscrews on all
stations, the heights of the three equipments will be
effectively the same on all stations.

(14) - Whenever spot bubles (circular levels) are used for levelling purposes,
which cannot be rotated through 180° about the vertical axis of the
resPective equipment, they need to be checked and adjusted, if necessary,
against a plate level of a theodolite before commencing the first

measurement on a baseline and again after completion of all measurements
on baseline.
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Reason : Maladjusted spot bubbles cause errors in distance
measurement by causing eccentricity errors. If the
position of the spot bubble relative to the lines
measured is always the same, a wrong additive constant
will be determined. Otherwise, the random error
component will be increased.

(15) - The temperatures should be measured at instrument height and in
the shade with good quality mercury thermometers or with platinum
resistance or thermistor thermometers designed for temperature
measurements of gases. Temperatures should be read to one degree
celsius. The error of the thermometer used, at the points of the
scale used during the baseline measurements, shall not exceed #* T ool
The thermometer(s) used shall carry a permanent and unique identifi-
cation label.

Note 1: The accuracy of a thermometer should be ascertained at least
once through calibration by a N.A.T.A. registered laboratory or by
a comparison with a dry bulb thermometer employed by the
Bureau of Meteorology inside the Stevenson's Screens at all
weather stations. The thermometers used by the Bureau of
Meteorology are in error by less than 0.15°C (above freezing
point) (Refer to Australian Standard R13-1966).

Note 2: The addresses of N.A.T.A. labs may be obtained from National
Association of Testing Authorities, 683 Pacific Highway,
CHATSWOOD, N.S.W. 2067. The addresses of weather stations
of the Bureau of Meteorology may be obtained from the Regional
Directors. Addresses are given in Appendix B. Prior
arrangements with the weather station keeper need to be made.

Option: The temperatures are measured to 0.1 to 37" ey

(16) - The pressures should be measured in the shade and with a horizontal
barometer carrying a permanent and unique identification label.
Areroid barometers, should be graduated to at least 2 millibar and
should be gently tapped prior to reading. Pressures should be read
to at least 2 millibar.

The barometers should be calibrated against a mercury column barometer
at least prior to baseline measurements. |If a malfunction is detected
on the baseline, a second calibration after the baseline measurements
should be executed.

Mercury column barometers may be found at a large number of weather
stations of the Bureau of Meteorology. Comparisons should be made
against 'station level pressure' and NOT against 'sea level pressure'!

Note 1: If is usually safer for the barometers to be left on the ground
rather than on the pillar. (It cannot fall down this way (but
may be walked upon)). The systematic error caused in the
scale of the EDM instrument by measuring pressures typically
1.5 m below the terminals amounts to 0.05ppm only.



7 =

(18) -

(19) -

(20} ~

Note 2: The addresses of Bureau of Meteorology weather stations
may be obtained from its Regional Offices. (Refer to
Appendix B). When making use of weather station facilities,
prior arrangements should be made with the station keeper
concerned. The mercury barometers used by the Bureau of

Meteorology are in error by less than 0.4mb (Appendix B).

Note 3: The Regional Offices of the Bureau of Meteorology (in Capital
cities) provide a calibration service for barometers
(against a fee) as do some N.A.T.A. laboratories. The addresses
of latter may be obtained from the National Association of
Testing Authorities, 688 Pacific Highway, CHATSWOOD,
N.S.W. 2067.

In the case of telescope or theodolite mounted EDM instruments, the
axis of the EDM beam should be adjusted according to the manufacturers
instructions. Under no circumstances should this adjustment be changed
during the baseline test.

For theodolite (standard) mounted instruments the field form should
clearly state, if the EDM instrument was attached in the 'face left'
or 'face right' position of the theodolite (when EDM instrument and
theodolite telescope are pointing to reflector).

Reason : The additive constant may differ between a FL mounting and
a FR mounting.

The levelling of theodolite, EDM instrument and reflector is critical
and should be done with utmost care. The field form should feature
a field, which must be ticked upon completion of levelling.

Reason : Omission of levelling leads to errors in distance, which
tend to increase random errors. Omission of levelling of
EDM instrument in general, and at a terminal station of an
all-combination-baseline in particular, leads to
erroneous results. In the latter case, pillar '"'movements'
will be suspected.

Baseline measurements should be carried out either fully during day-time
or fully during night-time.

Note: If a EDM instrument is typically used at day-time, it should
be calibrated at day-time. Instruments typically used in
underground mines, should be calibrated at night.

Reason: The additive constant may differ between day-time and night-
time operation.



2.2. - ADDITIONAL REQUIREMENTS FOR MEASUREMENTS ON BASELINES WITH GROUND
MARKS .

In cases where unpillared baselines with groundmarks are used,
the following additional rules are to be observed:

(21) Constrained centring is to be used on al] stations, thus
requiring one tripod per baseline station.

(22) Centring of tripods should be done by optical plumbing,
preferably with an optical plummet which is built in to the
upper plate (alidade) of a theodolite and which is, therefore,
rotatable about the vertical axjs.

Note: The stability of the tripods during the test is important
and can be improved by setting the tripod's legs on pegs
or on little concrete sockets and by shading all tripods
throughout a test.

(23) When using the fixed optical plummets of tribrachs, tripods
should be set up in such a way that the spot bubble of the
tribrachs attached to them points to station 1 of the baseline.
The tribrachs should be permanently numbered. Their spot bubbles
and optical plummets should be checked and, where necessary,
adjusted prior to the baseline measurement. After the baseline
measurements, both spot bubbles and plummets should be checked
again.

Reason: Should any change in bubble or optical plummet be found,
the change can be measured and its effect on the baseline
data established, as it is known where each tribrach was set up
and how it was orientated.

Note: Special 'tribrach-tester' may be available at certain
locations.

Option: The centring may be executed by plumbing using a theodolite
at right angle to the baseline.

(24) The height of the reflector and of any tilting axis in the case
of target/reflector assemblies should be measured at the time
of any tripod occupation, viz. once per EDM line measured (to mm).

(25) The height of the EDM instrument (and the height of the theodolite)
should be measured twice, namely when occupying a tripod and before
leaving it ( to mm).

Option: The verifying authority may place three concrete sockets each
(@t 120 degrees to each other, at same distance from the centre
mark, at same elevation as centre mark) about all stations of
a baseline. When using the same type of tripod on all stations,

a good precentring is achieved. When using fully extended legs
on all stations, same heights of instrument, reflector, .. will be
achieved on all stations, thus reducing a likely source of error.

(26) Before dismantling the tribrachs and tripods, levelling and centring
of the tribrachs should be checked and recorded. Any error in
centring should be determined in terms of mm in the ""along-baseline'
component.
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Option: Levelling and centring of tribrachs may be checked
more frequently, namely before and after each occupation
of a station.

(27) Care should be taken not to disturb tripods and tribrachs when
shifting the reflector between stations.

(28) When occupying a new station with the EDM instrument, centring and
levelling is to be checked and corrected, where necessary.

Reason: When measuring all combinations of a base, the EDM
instrument will be the first equipment to occupy all
but the last station ( See (1) ).

MEASUREMENTS ON SEPARATE CYCLIC ERROR TEST LINES.

When determining short-periodic errors of EDM instruments (usually
referred to as 'cyclic' errors) separate from the baseline measurements,
some additional rules apply. |In case that short periodic errors are
derived from equally spaced reflector positions on a graduated steel
tape (under tension, on a flat and frictionless surface), the following
rules should be observed:

(29) The reference tape should be suspended on the support structure
at least half an hour before commencement of measurement. At
the same time, the support structure and the tape should be
shaded.

Reason: If support and tape are truly in the shade and had time
to adapt to ambient air temperature, the latter may be
taken as tape temperature. Shading also overcomes the
problem of partly shaded tapes. Shade temperatures
are likely to be closer to the standard temperature of
a tape than ''sun'' temperatures.

(30) The tape should be securely attached to the structure at the zero
end and should be loaded by a free hanging weight at the other
end, via a frictionless pulley.

(31) The spacing of the relevant graduations of the reference tape
should be traceable to the National Standards.

Note: This can be achieved by getting a Reg. 80 certificate for
the tape and all relevant graduations and the weight
concerned. Alternatively, it may be measured with a
Mekometer, as certified under Reg. 80, and become a subsi-
diary standard of length that way.

(32) Distances should be measured to twenty tape graduations equally
spaced over the full unit length of the distance meter to be tested.

Definition: The 'unit length' of an EDM instrument is equivalent
to one half of the wavelength of the modulation signal
used for the 'fine measurement' of highest distance
resolution. Typically, the fine modulation frequency
is 15 MHZ, the modulation wavelength 20m and the unit
length 10 m.

(33) The preferred measuring sequence is 1,3,5,7,...15,17,19,18,16,
6,4,2, with 1 and 20 being the marks closest to and furthest

from the fixed zero end of the tape.
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(35)

(37)

(38)

(39)

(40)
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Reason: This gives best agreement between forward and backward
run in case of a gradual temperature increase in the
tape. It also eliminates a gradual change in the set
up of the EDM instrument.

Temperatures and pressures should be measured periodically at
the instrument station and in the shade; for example, during
measurements ''1'', 1100 n2Qt 0ty gpd tign,

Four (4) observations should be made per reflector position
with repointing in between.

Reason: This increases the precision and randomises pointing
errors.

Accurate levelling of the reflector is important, as is its
centring.

Furthermore, the following paragraphs apply : (2), (3), (5),
(6), (8), (11), (12), (13) and (14).

The EDM instrument should be set up in such a way that the
EDM beam is truly colinear with all reflector positions on
the tape.

Reason: No slope and offset corrections are thus required.

The EDM instrument should be set up between 50m and 100m from
the closest reflector position if short-periodic errors are
to be determined at one range only.

Reason: On closer range, the non-periodic errors may overshadow
the periodic errors. On longer range, the random errors
become large when compared to the expected magnitude of
short periodic errors.

A1l distances of a short-periodic error test must be executed
in one and the same attenuator/diaphragm position, as chosen
from instrument handbook instructions.

Reason: Different attenuator/diaphragm settings can change the
magnitude of short-periodic errors (and the additive
constant).

2.h4. CALIBRATION OF THERMOMETERS AND BAROMETERS

2.4.1,

(41)

Calibration of an Aneroid Barometer

When calibrating an aneroid barometer against a mercury column
barometer (such as those kept at weather stations of the Bureau

of Meteorology), the aneroid barometer should be set up at the
elevation of the mercury container of the mercury column barometer
and given about 10 minutes time to settle in the new environment.
Make then two readings of the mercury barometer (column to 0.1 mb,
temperature to 0.19C), four readings of the aneroid barometer

(to 0.1 division) (with gentle tapping prior to each reading) and
another two readings of the mercury barometer (pressure /temperature).
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The mean of the four mercury barometer readings may then be
computed (including its standard deviation) and then be reduced
to 'station level pressure' using the appropriate table
supplied with the barometer. Under no circumstances should
readings be reduced to 'sea-level pressures'!!!

After computing the mean of the four aneroid barometer readings
and its standard deviation, the calibration constant may be
computed, together with its standard deviation and its uncertainty
at the 99% confidence level.

Calibration of Thermometers

When calibrating a thermometer against a 'dry bulb' thermometer

as used by the Bureau of Meteorology inside the Stevenson's Screens
at the weather stations, the surveyor's thermometer should be
set-up in the screen as close to the dry bulb thermometer as
possible. Close the screen door. Let the thermometer adapt to

new ambient conditions for at least 10 minutes.

After the acclimatisation period has elapsed, open the screen
door and read the two thermometers within 30 seconds of opening
the screen door, in the following sequence:

reference thermometer
surveyors thermometer
reference thermometer

and so forth until a total of 4 reference thermometer and 4
surveyors' thermometer readings have been obtained. All temperatures
should be read to the nearest tenth of a degree after bringing
the eye level with the surface of the mercury in the thermometer
stem.

From the four pairs of observations, four calibration constants
for the surveyor's thermometer can be calculated, as well as
their mean, its standard deviation and its uncertainty at the 99%
confidence level.
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510 RECOMMENDED ANALYSIS PROCEDURES

3.1. UNDERLYING ASSUMPTIONS

The suggested analysis procedures are based on a few assumptions
which are outlined here.

(1) The EDM calibration measurements have been carried out on an
EDM baseline certified under Regulation 80 of the National
Standards Regulations by the Verifying Authority of the State
or Territory. This implies that the baseline and, possibly,
the attached cyclic error test facility are periodically
measured with a distance meter, certified under Reg.80 of the
National Standards Regulations.

(3)

The measurements executed by the verifying authority, subsequently
referred to as reference measurements, have been executed and
processed according to the "Approved Method of Verification of a
Base using the Mekometer', as foreshadowed in Recommendation No.k
of the working party ''Calibration of EDM Equipment'' of the
National Standards Commission (Meeting, 1.2.1983).

The reference data are available in two forms (pillared baselines
are assumed):

(3.1)

Slope distances as measured and as corrected for the first
velocity correction and the frequency correction. The

first velocity correction should be based on a velocity of
light of 299 792 458 m/s and on the current refractive index
formulae recommended by the International Association of
Geodesy, most recently in 1963. The carrier wavelength
employed should be stated. The temperatures and pressures
(including partial water vapor pressures) used in the

first velocity corrections should include their respective
calibration values. Accurate values for height of EDM
instrument and height of reflector should be given.

The standard deviation of each mean distance should be
stated, together with the degree of freedom. The levelling
precision of EDM instrument and reflector should be evaluated
and given.

Adjusted horizontal baseline distances with associated
variance-covariance matrix. These must refer to a horizontal
reference surface clearly specified.

Note: In special circumstances, the adjusted baseline
distances may refer to a sloping line, in which case
the elevation of both stations which define the slope
must be clearly stated.

In both cases, the following additional details must be
available:

(i) Elevations of all stations above a reference level
surface.

Note: These elevations must be given to such accuracy
so as not to downgrade any distance by the

""'slope correction'.
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(ii) Offsets of all stations from a vertical plane
through the first and last stations.

Note: These offsets must be given to such an accuracy
that the offset corrections do not downgrade
the reduced distances.

(iii) Dates of distance, elevations and offset measurements,
respectively.

(iv) Centring accuracy of pillar centring device or,
alternatively, centring accuracy within tribrach and
centring accuracy between tripod mounted tribrach and
ground mark.

(4) The marks of the baseline do not move along the baseline, across the
baseline or vertically between repeated measurements of the reference
data sets (distances, offsets, elevations).

3.2. PRE-PROCESSING OF DISTANCE MEASUREMENTS

(1) If the sum of EDM instrument additive constant and of reflector
(additive) constant, as previously known, exceeds a few centimetres,
it should be added to all measurements (= a priori additive constant).

(2) For each line measured the mean (of four) distance measurements js

computed as well as the standard deviation of a single distance
measurement (Sn).

(3) The standard deviations (of single distance observations). from all
lines are plotted versus distance. A simple linear regression leads
to the "a priori' standard deviation of distances:

SD = = (A mm+ B ppm) (1)

Reason: As the manufacturer's specifications are totally unsuitable
for the estimation of the precision of distance measurements
on baselines, this is done on the basis of the actual
measurements. The fact that the mean of four observations
is introduced into the subsequent adjustment is ignored, as
the four observations are (physically) highly correlated.

(k) For each line, the corresponding temperature is interpolated
(according to time) from the temperatures measured, at, typically,
30 minutes intervals and corrected for the calibration value.

Option: For each line, the temperatures measured at the instrument
end and at the reflector end, respectively, are meaned.
Then, the line mean temperature is computed.

(5) An estimate of the standard deviation S= of these interpolated
temperatures should be evaluated and should include: the measurement
precision, the uncertainty caused by measuring at one end only
(including height effect on sloping lines) and the error of
interpolation over typically 30 minutes.
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Note 1: The verifying authorities should establish typical
values for individual baselines, preferably at four
distinct atmospheric conditions: (1) sunny, no wind;
(2) sunny with wind; (3) overcast, no wind; (4) overcast,
windy.

Example:Three data sets of the UNSW EDM Research Baseline at Regent
Park, Sydney, have been analysed. This baseline is 980m
long and features a total height difference of 12m.
Temperatures were measured at both ends of lines to 0.1 C
the means were then compared to interpolated '30 minute

temperatures'. On a sunny to overcast day, with moderate
to no wind, an S= of * 0.5° C resulted. On a sunny day with
gusty to no wind: Sz = % 0.7OC; fully overcast day with no

wind: Sf = * 0.30 C. (These values include a measurement
precision of = 0.1°¢),

Option: The standard deviation of a line mean temperature is computed
from actual measurements, provided that temperatures have
been measured for all lines and at both terminals.

(6) After applying the calibration constant to all barometer readings,
the pressure readings for all lines may be obtained by interpolation
according to time. On sloping baselines, the change of pressure with
height may have to be taken into account.

Reason: Atmospheric pressure changes by -0.120mb/m at sea level and by
-0.108mb/m at an elevation of 1000m. In terms of EDM scale
this amounts to 0.034ppm/m.

Note: Interpolation and correction for elevation may be carried out
by the computer program, provided that times and the
elevations of barometer positions are entered.

Option: For each line, the pressures measured at the endpoints are
corrected for their respective calibration values. Then, the
line mean pressure is computed.

(7) An estimate of the standard deviation Sp of these interpolated
pressures should be evaluated and should include the precision of
a pressure reading and the error of interpolation over typically 30
minutes. The uncertainty caused by measuring only at one end
should also be included, if the pressure change with height is not
taken into account by computation.

Example:The random error caused by interpolation between 30 minute
pressure readings and omission of the change of pressure
with height has been computed as Sp = + 0.3mb for a Regents
Park data set. (Total height difference: 12m) The standard
deviation of a single pressure reading was evaluated as
+ 0.1mb (THOMMEN barometers type 2A2.511.02) and is included
in above value.

Option: The standard deviation of a line mean pressure is derived
from actual pressure readings at both terminals of all
lines. (Using above example: Sp = * 0.06mb).
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(8) A first velocity correction K' of the form

D xp 11.20 x e g
i e ) 107 ¢ (2)
(273.15 + &) (273.15 + t)
where t = line mean temperature (in °C) (refer to (4))
= line mean pressure (in mb) (refer to (6))

partial water vapour pressure (in mb)
instrument parameter

instrument parameter

measured distance

0O oOmo
1}

is added to all mean distances of paragraph (2). An early average
value of the partial water vapour pressure e is used as determined
by the verifying authority for a particular baseline site (Refer
to (4) in Section 2.1.).

The parameters C and D are specific for instrument types and may
be derived on the basis of the nominal unit length, the nominal
modulation frequency, the nominal carrier wavelength and the
appropriate refraction index formula and the velocity of light as
recommended by the International Association of Geodesy. Alterna-
tively, C and D may be taken from the instrument handbook.

Note 1: Depending on the parameters used in the first velocity
equation (2), different scale factors will be found. It
is therefore imperative to list the equation used in full
in any calibration report.

Option: |f humidity readings were taken during the baseline measure-
ments, a mean partial water vapour pressure ' e ' over all
lines may be used in Eq.(2).(Although relative humidity
changes during a day (with temperature), the absolute water
content does not, at least not significantly. It is therefore
appropriate to use the same average value € for all lines).

Note 2: The first velocity correction according to Eq.(2) may be
applied by the analysis program, as soon as temperatures
and pressures are provided as input data.

(9) Where necessary, lines are corrected for any eccentricities their
respective terminals may have from the straight line between the
first and last station.

(10) Where necessary, an additional correction has to be applied for EDM
instrument which are attached to theodolites. However, no correction
is required if:

(a) the EDM instrument is mounted on the standards of the theodolite
and features its own trunnion axis provided that the tilting
axis of the reflector is vertically above the mark. HEDM and HREF
are measured according to the definition in Eq.(4).

(b) the EDM instrument is mounted on the telescope of the theodolite
at an offset E and the reflector is mounted at an offset E above
a target, with the reflector tilting about an axis which goes
through the centre of the target, provided that the reflector/
target is always tilted to point at the theodelite, that the
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theodolite height is entered as H and the target's tilting

axis as HREF in Eq.(4) below.
For a telescope mounted EDM instrument measuring to a reflector with
a tilting axis which intersects the plumbline through the mark, the
additional correction is:

EDM

2

(3)

|rr|

+

[N

d

where E is the vertical offset of the EDM instrument form the telescope
axis and d is the measured distance, provided that the height of the
theodolite is entered as HEDM in Eq. (4) below.

Note: Refer to Sections 4.133 and 4.134 in RUEGER (1982) for reference.
The correction after Eq. (3) yields typically less than 1mm
for distances in excess of 10m.

All lines are reduced on the same harizontal reference elevation ER:
T T prth | maab @ E
i, = (0 - AH é;g__ A + HAH® | HAS ' HAH5 _HDy (1.0 4 Ry
»J 2D 8D 16D  2DR 8D°R 16D°R R R
. (4)

where D = mean distance of lines i to j as corrected (see paragraphs

(2}, (85 (9)):

H=0.5(H, +H, + Hy Hegp)
A = (Hy + Hepy) = (Hp + Hppp)
HE = elevation of station "i'" (instrument) (in m)
Hj = elevation of reflector station "j'" (in m)
HEDM = height of EDM instrument(in m) (see also (10) above)
HREF = height of reflector (in m) (see also (10) above)

R = radius of the earth (in m)

HD.. = horizontal distance from i to | at elevation ER

Note 1: For reference, see RUEGER (1982), Egs. 3.22c and 3.33c.
A1l horizontal distances HD are now colinear as far as the
horizontal component is concerned and at exactly the same
elevation (ER).

Note 2: The analysis program should provide an input facility for two
H , namley a first one for a single reflector and a second
oné for a triple reflector.

The a priori estimate of the standard deviation of the horizontal
distances should appropriately model all random errors affecting the
baseline measurements. (Any systematic uncertainties affecting all
measurements in a similar way(such as calibration constants of the
thermometers and barometers) have no effect on the least-squares
adjustment and will be accounted for later!).
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=+ (A mm + B ppm) (5)
2 2 2 2 2
= A + 257 + S + 5 + 2S5 (6)
¢ lgpy Lperp OM
=B% + (1.0 5=)% + (0.3 5- ) (7)
0 = 3 5

= see paragraph (3) and Eq. (1)

= see paragraph (5) (in °C)

= see paragraph (7) (in millibar)

= standard deviation of centring EDM instrument or reflector
on pillar or in forced centring device. Latter refers
to tripod measurements (in millimetre)

= standard deviation in distance due to random errors in
levelling of EDM instrument (in mm)

= standard deviation in distance due to random errors in
levelling of reflector (in mm)

= standard deviation of centring of tripod mounted tribrach
over ground mark including tripod instability over time of
baseline measurement. This applies only to baselines with
ground marks.

A value for S_may be stated for a baseline or may be established by

a little
and thus

Note 1:

Note 2:

expe%iment. Eccentricities caused by random levelling errors,
SL’ may also be found by experiment.

The latter may be executed by setting up two tripods, in the
shade, about 5m apart. A theodolite is set up on one, and

a reflector on the other. Orientate reflector to theodolite.
Re-level reflector and measure direction to apex of prism
ten times in turn. The standard deviation of a direction
times distance gives a suitable value for SL.

If a triple prism is used, which features a reflector height
different from the single prism, then, strictly speaking, an

S, value for each would leave to be evaluated. It is suggested
to use a pooled value in Eq.(6) above.

- PHILOSOPHY OF ANALYSIS

The aim o
parameter
selection

f the least-square analysis is to produce the calibration
s and their associated accuracies and uncertainties. The
of a suitable set of calibration corrections must be based on

the knowledge of instrumental errors. The number and type of corrections
to be solved for will depend on instrument types and on individual

instrumen

ts.
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An instrument correction of the following mathematical form will
model the systematic errors of most distance meters:

4 =
I.C. = ap + a;D + a,D?+ a3DS+ ayD + agDh

+ bllsin Bl + blzcos Bl+ bzlsin Bz+ b22 COs BZ

+ bsysin B; + by,cos By, + b sin B, + b cos B, +
31 3 32 3 41 4 42 2

ts5 1B
where a = coefficients of a polynomial expression
b = amplitudes of periodic terms (cyclic errors)
B = argument of periodic terms (cyclic errors)
D = distance

Short periodic errors have arguments of:

D 2D 3D

B]= 21T, B2=— 2’1?, 83= e Z‘IT,... (88)

where U stands for the unit length of the distance meters. (The'unit
length' of an EDM instrument is equivalent to one half of the wavelength
of modulation signal used for the 'fine measurement'. See also (32)

in Section 2.3.). Pulse distance meters do not use modulated signals and
are therefore unlikely to be affected by short periodic errors.

Sometimes, periodic errors of wavelengths in excess of U need to be
modelled, namely long periodic errors. Usually, only the first two terms
of the polynomial expression need to be considered, namely the additive
constant ''ap ' and the scale correction 'a; '.

Recommendation No. 8 of the Working Party of the National Standards
Commission on the''Calibration of E.D.M. Equipment'' specifies that the 99%
confidence level of the instrument correction I1.C. (see Eq. (8)) shall
not exceed.

£(3mm + 30ppm) (9)

for any distance D in the range of distances tested. In other words,
the probability P, that the 1.C. lies within the confidence limits, can
be expressed by:

P (1.C. - (3mm + 30ppm) <T.C.<1.C. + (3mm + 30ppm)) = 0.99
(10)

where the sample instrument correction is denoted by |.C., the population

parameter ('true value' of the instrument correction) by: 1.G.

Indirectly, the specifications of Eqs. (9) and (10) will have a bearing on
the choice of the number and type of terms in Eq. (8). The more terms of
Eq. (8) are solved for, the smaller the residuals will become and the
smaller the degree of freedom (number of observations minus number of
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unknowns). The 'a posteriori' variance factor, which is affected by
the residuals as well as the degree of freedom may or may not become
smaller with an increase of the terms solved for.

As the procedure is iterative in nature, the author suggests to obtain
a first solution with the following set of calibration parameters:

I.C. (1) = aO + al D + bll Sil’! (% 21’[) + bI? COS (U[')' 2']‘[)

+ b21 Sin (S_D 21T) + b22 cOoSs (3_D 2'}T) (1])

This "first' instrument correction incorporates an additive constant,

a scale correction and the first and second order short periodic error.
If it is found that the I.C. (1) so determined fulfils Egs. (9) and
(10), the magnitude of the amplitudes by;; , by, , bs; , by, should be

tested statistically against zero at the 95% confidence level. A second
adjustment should follow, with the 1.C. (1) model reduced by the number
of insignificant periodic terms to I.C. (2). |If the second instrument

correcting 1.C. (2) also fulfils Egs. (9) and (10), this instrument
correction should be certified.

Note 1: It is the author's view that a and a, should always be solved
for, even if they are statistIEally insignificant. As soon as ag
is added to 'a priori' additive constants or built-in constants,
they are always significant. The scale correction is dependent
on temperature. To allow comparisons between different
calibrations of the same instrument, likely executed at
different temperatures, the computation of a; s required at
all times.

Note 2: Although the statistical analysis for National Standard purposes
is based on the 99% confidence level, it is suggested to test
periodic errors at the 95% confidence level. The latter
confidence level is more commonly used in surveying. |f a periodic
error is not significant at the 95% level, it will not be significe
at the 99% level either.

If an instrument correction |.C. (1) after Eq. (11), determined for a
particular instrument, does not fulfil the specifications of Egs. (9)

and (10), one can proceed in different ways. The most obvious approach
is to use all parameters of Eq. (8) to model the instrument correction.
This is only possible if a large number of redundant measurements is
available. This, in turn, depends on the baseline design. The selection
between a polynomial expression of 5th degree or long-periodic errors can
be made on the basis of a plot of residuals versus distance. A plot of
residuals versus unit length may indicate if 3rd and 4th order short-
periodic errors should be solved for.

Alternatively approaches are to remeasure the instrument on a more
sophisticated baseline, or to specifiy the instrument correction at an
uncertainty worse than that listed in Eq. (9).
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LEAST-SQUARES ANALYSIS

3-h.1.

Observation Equations for Test Instrument Data

Each horizontal distance HD after paragraph (11) of Section 3.2
yields an observation equation of the following form:

HD.. + v.. + I.C. = X, - X. (12)
ij ij ] i
where Xk = adjusted coordinates of baseline station k,
taking X; = 0.000m
Vij = residual of horizontal distance HDij

Using the linearisation

= (0]
X, = %+ X (13)
where XE = approximate coord. of station "k' and again with
X1= X?= x1 = 0.000, the following observation equations result:
HD. . HD. .2 HD.. 3
Vie =X, = X a9 - (+=8) a; - (+=d) a2 - (o=bd) gl
ij j p AL 1000° °1 1000° 2 1000 3
HD.. 4 HD; .5
L1 Lo LY =5
Too0) 24~ (fgog 2

- (sin By) by - (cos By ) by, - (sin B,) by;- (cos B, ) b,, -

-(HD. .
( i

where all terms are in units of millimetres and HDi" X<, X? in

metres. Unknown parameters are x, , ap to a; and bllJto Jb22.

All but aj to as are obtained in units of mm. The scale factor ai

is obtained in ppm, for example.

- (x3 - x?)) 0.001 (14)

Caution should be exercised when computing the argument Bn of the

periodic terms:

D.. MOD L
. :

B_ = 6.283185 (— ) (15a)

n
where Bn is the argument of the n-th periodic term (in radian)and Ln
the respective wavelength in metre. It should be clearly noted that
the slope distance Dij is employed in the above equation and not the
horizontal distance HDij' For horizontal baselines, the difference
between Dij and HDij is trivial and can be ignored. For sloping
baselines and long lines Dij’ the difference is far from trivial.

The following equation is valid for horizontal baselines only:
HDi' (MDD Ln)
B = 6.283185(—

) (15b)

L
n
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It has been mentioned before that, in a first step, a,to ag

are not solved for and that L; and Lyare taken as U and 0.5U
respectively. (U = unit length of distance meter). The
observation equations for the measurements of the distance meter
to be calibrated are therefore fully described.

Observation Equation for Reference Distances

The question now arises how to consider the reference data as
per paragraph 3.1, Section 3.1, or as per paragraph 3.2, Section
3.1. If the first reference data set is to be used, it is a
simple matter to set up observation equations for the measurements
with the 'prescribed EDM equipment'', presently the Kern Mekometer
ME 3000:

Vi = x. - x -aj-0.001 (HD¥. - (X% - X°) ) (16)

1] J | | J |

where all parameters with an asterisk refer to reference measurements.
In a form of self-calibration, the additive constant of the ""]prescribec
EDM equipment' is solved for. This is possible as long as all or
most combinations of lines on the baseline are measured with this
""prescribed EDM equipment''. With the Mekometer, the scale factor
a? is determined by frequency measurements. All other parameters
(a3 to a% , bY to b}, ) are believed to be zero for this type of
distance meter. (If not, they need to be calibrated elsewhere and
the necessary correction applied to the measurements before entering
the analysis program). The use of the reference data in form of
actually measured slope distances (as corrected according to paragraph
3.1 of Section 3.1) has proved very convenient in practice, particu-
larly as far as programming is concerned.

One alternative method is to use adjusted horizontal distances as
per paragraph 3.2 of Section 3.1. The observation equations for the
coordinates yield in this case:

S o o]
Mg ™ ¥ = 5 & X,
rid _ _ * _ fo)
Vil = X (Xk Xk) (17)
where XT =Xy = X? = x; = 0.000

and where the (adjusted)reference coordinate of station "k'' and its
residual are denoted by X * and v , respectively. One of the
disadvantages of this approach is that a complete variance-covariance
matrix of the vector of reference coordinates must be stored.

Observation Equation for Cyclic Error Testline Data

Additional observation equations for the EDM instrument to be tested
are required whenever the short-periodic errors are determined on
separate testlines against a calibrated tape, as outlined in Section

2.3
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+ -+ b ( a ) b ) ( o
Dm - Vm + by; (sin By) + b;,(cos B;) + by, (sin B,) + b,, (cos B,)
= ¥ + (T - Tl) (18)

CE m

distance measured to reflector on 'm' -th tape mark,
including first velocity correction

+
where D
m

V+ = residual of Dm

X.-= adjusted distance between EDM instrument and first
reflector position over tape mark T

T -T;= true length of tape between tape graduations T;and Tm

A1l other parameters have been previously defined. Linearising with:

. xi
Xee™ Xee * *ce (19)

the final observation equation for distance measurements against a
calibrated tape for the purpose of ''cyclic' error determination
yields:

+

Vi = * Xeg” (sin By) byy - (cos By) by, - (sin By ) by; - (cos B,) byy

+ o
0.001 (Dm (XCE
where the parameters D _, X° , Tm’ T,are given in metres and all others
in millimetres, where a nui refers to cyclic error test observations,
and where:

+ Tm = Tq)) (20)

B, = 6.28319 (—Qnéﬁgg—g)) By= ....
) b, (MOD_(U/2) )
B, = 6.28319 (-Pa 0 ) Bu= .... (21)

It is important to realise that the parameters b;; to b,, of Eq.(20)
are exactly the same as those of Eq. (14).

'A Priori' Weighting of Observations

The least-squares adjustment requires a good a priori estimate for the
weight coefficient matrix P of the observations. No correlation
between observations is taken into account. (The analysis program

may however feature such an option for future use). The 'a priori'
standard deviation for the baseline measurements are taken from Eq.(5)
of Section 3.2 (paragraph 12). A similar estimate must be available
for the reference data described in paragraph 3.1 of Section 3.1.

An "a priori' estimate for the cyclic error testline measurements

Dt may be derived by an approach similar to paragraph 12 of Section

3.2. All observations Dm are necessarily of equal precision.
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The 'a priori'estimates of the standard deviations, of the two
or three groups of observations must be checked, based on 'a
posteriori' estimates. The 'a posteriori' variance factors of
all groups must be the same and equal to one:

fov (nTu) - 1.0 (22a)

Lykphy® (") = 1.0 (22b)
nz n-u

rviptvt (n%u) =1.0 (22¢)
n3

n=n +n, +n (22d)

where v, p refer to the n; measurements on the baseline with the
distance meter to be tested, v¥*, p* to the n, reference measurements
and v+, p* to the n3 measurements against a graduated tape for

short periodic error determination. Weights,residuals and number

of observation in a group are denoted by p, v and n, respectively.
The total number of unknown parameters is denoted by u and depends
on the number of stations on the baseline and the number of terms

in the instrument correction |.C., amongst other things. Should any
of the equations (22a) to (22c) not hold, then the a priori standard
deviation should be adjusted accordingly and a second adjustment be
executed.

Adjustment Procedure

Standard least-squares procedures yield the solution vector X:
x = (A" PA) ATPy (23)

matrix of coefficients of unknown parameters

]

where A
P = (diagonal) weight matrix of observations
2 = vector of constant terms
X = vector of unknown parameters, incl. ay to ag, by,

to b22 , x2to x,, ay, XCE(where "K' = number of
baseline stations)

3

the elements of the diagonal of the weight matrix P:

_ 1-2 (2La)
HD
(where S, has been defined in Eq. (5), paragraph (12), Section

3.2) D

the vector v of residuals (in millimetre)

v= AX - g (24b)
the a posteriori variance factor:
- VTP
2= b (25)
g n-u

where n = total number of observations

total number of unknowns,

=
Il
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the cofactor matrix of the unknown parameters

_ T -1
Qxx = (A'PA) (26)

from which the variance-covariance matrix of X is obtained
by multiplication with Eg, If Eqs. (22a) t92(22c) hold, then
the overall a posteriori  variance factor o (Eq. (25)) will
also become one exactly.

The statistical significance of any of the unknown parameters
can be checked by testing the null hypothesis H : Xi = 0.
The null hypothesis is accepted if the test sta?istic Te:

T = ’fi_;gl <

00 qXX
where t stands for t-distribution and q, for the diagonal
element of the cofactor matrix of the uhknown parameters which

corresponds to the Xi to be tested.

t(95%, n-u) (27)

Note: The reasons for the testing at the 95% confidence level
(rather than 99%) have been given in Section 3.3.

STATISTICAL ANALYSIS

The derivation of the uncertainty of the instrument correction |.C.
will be demonstrated on the basis of Eq. (11) of Section 3.3.

The instrument correction is already expressed as a function of unknown
parameters:

[.C. (]) = ao + D a + b]_]_ sin By + b12COS B]_ + b21sin Bz'f" b22 cOoS B2

For the error analysis, it is possible to restrict the derivation of the
uncertainty to distances D being multiples of the unit length U. The
coefficients of the sine terms thus become zero and those of the cosine
terms one exactly.

F=2a 4+ 0.001 Da+ b+ bo (28)
Note: &, bi2 inmm; D inm; a in ppm.

The vector f of partial derivatives yields:

. (1.0, 0.001 D, 1.0, 1.0) (29)

The variance of the instrument correction |.C. for any distance D (being
a multiple of the unit length U) follows as

QFF = f Qxx f (30)

. . . . .
where Q is a sub-matrix of the variance-covariance matrix of the
unknown” “parameters comprising all variances of and covariances between

the parameters ag, a;, by, and by, . The standard deviation of an I|.C.
(for a particular distance D) yields:
= JQ

o i FF (31)
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at the 66% confidence level. The 99% confidence level is
obtained by multiplication with t99%,n-u.
_ 0.5 0.5, _
P (1.C t99% n-u Qp'< 1.C.< 1.C. + t99%  n-u Qr ) = 0.99
-(32)

where T.C. stands for the population parameter ('true' value).

It is recommended to compute the confidence interval according

to Eq. (32) for the shortest, the longest and for the mean (of

all) distances as measured with the EDM instrumented to be

tested and to list these in a table. As a service to the
customers, the confidence interval may also be computed for
distances equivalent to the double, triple and quadruple of

the longest distance measured on the base. When listing these,
they should be set in brackets, as they are based on extrapolation.

Note: Surveyors will want to know the uncertainties of the
instrument correction for distances exceeding the
maximum baseline distance. The instrument correction
and its associated uncertainty can naturally be
computed rigorously for any distance. Outside the
range of baseline distances this is however based on
the assumption, that the calibration parameters
determined on the baseline also hold for distances
below or above the range of distances tested. This may
not be a valid assumption in all cases. (It has been
suggested to double the uncertainties of the |.C. at
distances outside the range covered by the baseline
to cover possible extrapolation errors).

So far, the confidence intervals computed for different distances
after Eq. (32) reflect solely measuring errors encountered in the
field, or, in other words, repeatability or precision. This
follows clearly from the composition of Eq. (5) in paragraph (12)
of Section 3.2., for example. Although a scale correction had
been applied to the reference distances, a constant bias would
not affect the precisions obtained by the adjustment and thus

the uncertainties of Eq. (32). Similarly, any constant errors

in all temperatures and pressures measured would not affect the
uncertainties as expressed by Eq. (32).

The uncertainty of the prescribed EDM equipment's scale
correction Z_ , the calibration uncertainties Z_ of the
thermometers and Z, of the barometers and the uncertainty

of the chosen yearly average partial water vapour pressure
a?fect all the distance dependent terms of the instrument
correction. Assuming that Z Z all reflect the
uncertainty of the respectlve ca?lbrat|on constant against
the respective National Standard at the 99% confidence level,
a combined distance dependent term Z may be derived:

2 2 (22 N Z2 ) (0 3)2
Z=12,% 0.25 (zT1+ 7_T ) + 0.25 5, * Zs, )
2 2 2 2 2 2 (
33)
+ (0.04) Z + zT3+ (0.3) zBs + zp



-26-

where Z_ , Z = calibration uncertainty of two thermometers used in
T1 T2 measuring the baseline with the certified EDM
instrument (in degrees Celsius).

Zo o, Z = calibration uncertainty of the two barometers
2 used in connection with the measuring of the
baseline with the certified EDM instrument (in milibar).

and where Z, ZD’ Zp are given in parts per million (ppm).
The calibration uncertainty of the thermometer used during the testing

of the surveyor's EDM instrument is denoted by Z_ (in degree Celsius).
This value may be taken from a test report of the3thermometer concerned
(e.g. NATA certificate). If the calibration is carried out by the surveyor
himself against a Bureau of Meteorology weather station 'dry bulb'
thermometer, this uncertainty should be based on the reading uncertainty

on reference and surveyor's thermometer as well as on the accuracy of

the weather station thermometer. The latter is given by the Australian
Standard AS R13-1966 as + 0.15° .

Similarly, the calibration uncertainty of the barometer used during the
testing of the surveyor's EDM instrument is denoted by Z (in millibar).
this value may be taken from a test certificate of said Egrometer.
Alternatively, the surveyor may calibrate his barometer against a mercury
column barometer of a weather station of the Bureau of Meteorology.

In such a case, the value Z should include the reading uncertainties on
reference and surveyor's bafdmeter as well as the accuracy of the weather
station barometer. The latter may be taken as * 0.Lmb . (See Appendix B).

The uncertainty Z_ (in millibar) of the selected yearly mean partial water
vapour pressure may be estimated on the basis of the Richmond N.S.W. data
mentioned in paragraph (4), Section 2.1. From a histogramme of this 3358
day data set, the uncertainty at the 99% confidence level may be derived
as:

Zp = +12.7 mb (33a)
The uncertainty Z has to be considered whenever, on sloping baselines,
pressures are measured at one terminal of lines only and whenever the

pressure gradient with height is ignored. In the case of SPRENT/ZWART
baselines and measurement of pressures at one end of the baseline only,

this uncertainty Zp (in parts per million) may be estimated as:
zp = 0.5 (0.3) 0.120 (4H)
Z, = *0.018 oH (33b)

where AH is the difference in elevation (in metres) between the endpoints
of the baseline.
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The uncertainty of the instrument correction |.C. against the
National Standard therefore becomes:

P (1.C. - q<T.C.< I.C. +g) = 0.99 (34)

with
0.5.2 2. D .5,0.5
G’ 2 st

q=({t 1000

(35)

99%, n-u
where g and |.C. in millimetre, Z in ppm and D in metre. If:
q < (3mm + 30ppm) (36)

for the shortest and the longest distance measured with the EDM
instrument on the baseline, then the calibrated instrument
fulfils the "minimum standard for the uncertainty of calibration
of an EDM instrument' in terms of Recommendation No. 8 of the
Working Party of the National Standard Commission ''on the
Calibration of E.D.M. Equipment'' of 1 February, 1983.
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NUMERICAL EXAMPLES

For the two baseline designs most common is Australia, one numerical
example each is given. Real data are used in both cases. No attempt
of comparing the two baseline designs can be made or should be made

on the basis of these two examples because the accuracy of the data as
such is not the same.

L.1. 'MITCHAM' 'SPRENT-ZWART' BASELINE

The recent data sets for this baseline have been kindly provided
by the Melbourne Metropolitan Board of Works. The baseline is of
the " Sprent-Zwart Design'', with a total length of 600m. The
reference distances were measured with a Kern Mekometer ME 3000 in
"all combinations'. Of these 28 observations, three distances were
not considered in the adjustment (two 5m, one 10m) because they
failed in the data snooping phase. (| was advised subsequently
that these three distances were measured by steel tape rather than
Mekometer!). An instrument correction after Eq. (11) was solved
for. The computer analysis may be found in Appendix C. The result
is as follows:

_ _ D B : 210D
l.c. (1) = -0.70 - 2.8 (TBEBJ 0.15 sin (]0 )
+ 0.02 cos (EJLEJ + 0.49 sin (2 FD) - 0.72 cos (ZTTD)
10 5 5
(37)
where 1.C. (1) in millimetre.
With a degree of freedom of 21, and for a two-tailed test
t(95%.21)" 2-08 (38)
The test statistic (after Eq. (27)) for the largest cyclic error term
yields
T o 72 DR0) V2 = .57 (39)

The null hypothesis is therefore accepted and none of the cyclic

error terms differs significantly from zero. (As mentioned before,
the analysis should now be repeated without solving for short periodic
errors) .

Using Eqs. (29), (30) and

t9%.21 = 2.83 (40)

and the relevant submatrix of the 'Wariance Covariance Matrix of
Adjusted Parameters'' (col., = ags col., = a1, co].1 = bjyy, col. K= bos)
of Appendix C, the following confidencg limits for %he instrumen
correction |.C., in terms of precision, were obtained.
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. 0..5
Distance t99,2] (QFF) Comments
0 m (£ 2.63 mm)
70 m + 2.42 mm shortest distance
260 m + 2.01 mm mean distance
600 m t2.63 mm longest distance
1200 m (£ 4.79 mm)
1800 m (¢ 7.70  mm) (41)
2400 m (£10.73 mm)

The 99% confidence intervals of calibration constants (in terms of
National Standards) of the equipment involved in the certification
measurements, namely of Mekometer, thermometer and barometers,
respectively, are given as:

i
ZD * 5.0 ppm
o
= = +
ZTl ZTl £ 0.57 C
— = % .
ZB1 282 1.0 mb (42a)

The thermometer used during the measurements with the EDM to be tested

was calibrated against a weather station 'dry bulb' thermometer, as
outlined in Section 2.4.2. The mean calibration constant yield a standard
deviation of £ 0.150 C. Considering

t99?‘;’3 = 3,18 (two-tailed test)

and the uncertainty of the reference thermometer of % 0.15°¢C (after
AS R13-1966) the uncertainty of the calibration of the surveyor's
thermometer Z may be obtained as

T3
2 2 .
T = (3.18 {0.15} ) + (0.15)
3
Z. =+ 0.50°¢ (L42b)
T3

The aneroid barometer used by the surveyor was calibrated against the
mercury column barometer of the same weather station. Following a similar
approach as above the uncertainty (at the 99% confidence level) of the
calibration constant of the aneroid barometer ZB3 yields:
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] 2 2 2
Z- = (3.18 {0.06} ) + (3.18 {0.11}) + (0.4)

= 0.5 mb (42c)

where the first, second and third term reflect the uncertainties of
the mercury barometer reading, the aneroid barometer reading and
the mercury barometer as such, respectively. For the latter the
tolerances given by the Bureau of Meteorology (see Appendix B)

have been adopted.

The value for the uncertainty of the partial water vapour pressure Z
is taken from Eq. (33a). As the pressures have been read only at E
one end of the baseline during the test of the surveyor's EDM
instrument, and as the pressure gradient is not taken into account

by computation, an additional uncertainty after Eqg. (33b) must be
considered. With the total elevation difference between the endpoints
of the baseline of 15.5m:

Zp = * 0.018 (15.5) = + 0.28 ppm (424d)
Applying Eq. (33) yields
Z = % 5,08 ppm (43)

Using Table (41) and applying Eqs. (34) and (35) yields

Distance q Recommendation No. 8
70 m + 2.44 mm * 5.10 mm
260 m £ 2.41 mm +10.80 mm
600 m + 4.03 mm +21.00 mm

(44)

1200 m (+ 7.75 mm) +39.00 mm
1800 m (£11.95 mm) +57.00 mm
2400 m (£16.24 mm) +75.00 mm

It follows from Table (44) that the instrument correction of the distance
meter tested (see Eq. (37)) has an uncertainty which is in compliance

with the stated Recommendation No. 8. The uncertainties of calibration
values given in Eq. (42a) were however assumed and may be optimistic.
Previous studies executed by the author in fact indicate that the (99%
confidence level) uncertainty of Mekometer scale calibrations by frequency
measurement is * 7.7 ppm rather than * 5.0 ppm. Sophisticated calibration
procedures for the Mekometer may however reduce that value at some time

in the future.
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"EAGLE FARM'' ('SCHWE ') B

The two data sets of this baseline have been kindly supplied by the
Queensland Department of Mapping and Surveying at some time in the past.
The baseline is of the original '"'Schwendener' Design with a total

length of 1021 m. Both data sets of (21 distances each) were measured

in "all combinations'. Because no Mekometer data set was available (to
the author), the data set gathered with a Hewlett Packard HP3808A distance
meter was taken as reference.

An instrument correction following Eq. (11) was solved for. The computer
analysis may be found in Appendix D. The result yields

I.C. (1) = + 135.84 - 7.0 (T%EBJ + 1.67 sin (%%ﬁb
+1.88 cos (312) + 0.48 sin (3% + 0.62 cos )
(45)
where 1.C. (1) in millimetre.

Considering the degree of freedom of 29 and a two-tailed test, the
critical t value yields

“(95%,29)) T 20 e

The test statistic (after Eq. (27)) for the largest cyclic error component
(1.88 mm) becomes

T=1.88 (0.38)'0'5 = 3.05 e D)

The 10 m - cosine term is therefore significantly different from zero at
the 95% confidence level. The two 5 m terms are clearly not significant.
The test statistic for the 10 m sine term is just below the critical
value. It can therefore be concluded that the first order short periodic
error of 10 m wavelength is significant and should be accounted for.

( At this stage, the computer analysis should be repeated, without

solving for a 5 m '"'eyclic" error) .

Using Egs. (29) and (30) as the critical value for a two-tailed test
99%,29 = 2,76 ... (48)

and considering the relevant submatrix of the ''"Wariance Covariance

Matrix of Adjusted Parameters'' of Appendix D (Col./line 7 = ap , Col./line
8 =a; , Col/line 11 = by, , Col./line 13 = by, ), the confidence limits
of the instrument correction as listed in Eq. (45) yield:
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Distance t99%’ 29(QFF)O.S Comments

20 m + 3.32 mm shortest distance

400 m + 2.98 mm mean (of all) distance

510 m * 3.17 mm

760 m + 3.89 mm
1020 m + 4,94 mm Jongest distance

(49)

2040 m (£ 9.95 mm)
3060 m (¥15.37 mm)
LO80 m (+20.87 mm)

The necessarily fictitiuous uncertainties (at 99% confidence level) of the
calibration parameters of the reference distance meter as well as thermomete
and barometers (against National Standards) used during the reference
measurement of the baseline are taken from Eq. (42a) for simplicity.

Also, the same ZT 5 ZB and ZE values are used as in Section 4.1 (Refer to
Eqs. (42B) and 3 3 (42c)" ). Using Eq. (33b) and a total height
difference of 2.00m for the Eagle Farm baseline, the uncertainty Z ,

caused by measuring atmospheric pressures at one terminal of Iinesponly,
yields

Zp = + 0.04 ppm (50)
Application of Eq. (33) leads to:

Z =+ 5.07 ppm (51)
Using Table (49) and Egs. (34) and (35) leads to the uncertainty of the

instrument correction of the tested distance meter (K & E Rangemaster 1)
against National Standards.

Distance q Recommendation No. &
20 m + 3.32 mm + 3.6 mm
LOO m + 3.59 mm +15.0 mm (52)
1020 m £ 7.11 mm +33.6 mm
2040 m (£14.35 mm) + 64.2 mm
3060 m (£21.84 mm) + 94.8 mm
4080 m (+29.38 mm) +125. 4 mm

The uncertainty of the instrument correction of the distance meter tested
complies therefore, within the tested distance range 20 m - 1020m, with
the "minimum standard for the uncertainty of calibration of an EDM
instrument'' after Recommendation No. 8, Working Party of the National
Standards Commission on the "Calibration of EDM Equipment" (1 February

1983) .
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ISSUE OF CERTIFICATES

The chairman of the working party of the National Standards Commission on the
""Calibration of EDM Equipment' stated that formal certificates pursuant to
Regulation 80, of the Weights and Measures (National Standards) Regulation, 1966,
(so-called'Reg.80 certificates') may be issued by the verifying authorities for
any (electro-optical short-range) distance meters provided that the measurements
with this distance meter on the baseline were executed by the verifying authority
itself. The Surveyor Generals as verifying authorities in respect of length may
however decide to issue other types of ''certificates' under state laws or
regulations. In both cases the author suggests that the following items are
mentioned in the 'certificate' of one type or another:

(1) the date and times on which the EDM instrument and the reflector were
verified or reverified;

(2) a description of the marks which have been legibly and permanently affixed
to the EDM instrument and the reflector and, if applicable, to the theodolite
and prism carrier.

(3) the period within which the EDM instrument is to be verified or reverified
again;

(4) name of EDM calibration baseline and date of issue of its most recent
Regulation 80 Certificate;

(5) the mathematical expression for the instrument correction as determined,
clearly specifying the units of all parameters;

(6) the range of distances over which the above instrument correction has been
verified, namely from the shortest to the longest line as measured on the
baseline;

(7) the distance range, over which the periodic error component(s) of the
instrument correction was determined;

(8) a list of the thermometer (s) and barometer (s) used during the calibration
measurements, including a description of the marks which have been legibly
and permanently affixed to these instruments;

(9) a list of the additive constants of the thermometer (s) and the barometer (s)

including where and when these constants were determined and their uncertainties

of one part in one hundred;

(10) a general description of the weather condition experienced during the
tests including cloud cover, sun exposure, precipitation, wind;

(11) the range of temperatures experienced during the baseline measurements, and
the mean temperature, the latter being the arithmetic mean of all temperature
measurements taken;

(12) a statement saying if all measurements were executed during daytime or night
time;
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(14)

(15)

(16)

(23)
(24)
(25)
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a statement giving a description how the measurement procedures differed
from the set guidelines (or noting that the guidelines have been followed) ;

the value of any additive constant applied to all measurements prior
to the least-square analysis;

the value of any switchable or hardwired additive constant built-into
the EDM instrument at the time of the calibration;

Hote: |t is evident that the a, term of the |.C. determined
gives the increment to the values stated in (14) and/or
(15) only.

a clear statement that any term of the instrument correction being

linear with distance refers to the mean temperature computed in paragraph
(11) above; the stated instrument correction is therefore restricted to

a distance range and one particular ambient temperature;

Note 1:The change of the distance dependent term of the instrument
correction, namely the scale correction, can be easily determined
by frequency calibration over a desired temperature range.

The alternative is to determine the instrument correction at a
low, a middle and a high ambient air temperature on a certified
baseline.

Note 2:Until such time when scale corrections values for different tempera-
tures become available, the surveyor has to rely on the manufacturer's
'accuracy' specifications. The ppm term stated by manufacturers is
usually equivalent to the maximal change of the instrument's scale
from the scale at 209C to the upper and lower limits of operating
temperatures stated.

a clear statement that scale correction term refers to a setting of the
'ppm-dial' to zero ppm (or neutral) position and application of the first
velocity correction by computation (see also (21));

the uncértainty of one part in one hundred of the instrument correction
listed in (5) for the shortest, mean and longest distance measured;

the uncertainty of one part in one hundred of the instrument correction
listed in (5) for the double, triple and quadruple of the longest
baseline distance, clearly stating that this is based on extrapolation
and should be taken as a guide only;

whether or not the uncertainty of the instrument correction fulfils the
minimum requirements of Recommendation No. 38, NSC Working Party on
the '"Calibration of EDM Equipment' from 1 February 1983;

the first velocity correction used in the computations;

a reference to the file where the original measurements and computations
are kept, for future reference;

any special comments the verifying authority wishes to make;
a reference to a full description of the baseline used;
in the case of EDM instruments mounted on the standards of a theodelite

it should be stated whether the EDM instrument was attached in the 'face
left' or 'face right' position (see paragraph (18) of Section 2.1);



(26)
(27)
(28)
(29)
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the owner of the EDM instrument and the reflector;
the members of the survey party involved in the field measurement ;
the name and signature of the computing and verifying authority;

the standard deviation (a posteriori) of a distance measurement
(mean of four) executed with the distance meter on the baseline;

A sample test report is given in Appendix 'A'.
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6. CONCLUDING REMARKS

It should be noted again that these (revised) instructions list the minimal
procedures which should be followed by all surveyors, when calibrating their
EDM instrument (s) against a certified baseline in fulfilment of requirements
of State (or Territory) laws, by-laws, acts, regulations,... . Some optional
procedures which are likely to produce more precise instrument corrections,
are listed.

It is anticipated that most EDM instruments held by surveyors can be calibrated
within the bounds of 'Recommendation No. 8' on any of the three baseline designs
available in Australia, if the above instructions are followed.

Naturally, any further comments, criticisms and alternative proposals are
welcome. They should preferably be addressed to the author with copy to:

The Secretary,

Recess Committee,

Reciprocating Surveyors Boards of Australian and
New Zealand,

P.0. Box 2,

BELCONNEN, A.C.T. 2616

(or vice-versa). When proposing alternative mathematical and/or statistical
analyses, a fully worked numerical example (based on data given in Appendices
C and D) would be appreciated.

Dr. Jean M. Rieger,
9 April, 1984,

7. REFERENCE

RUEGER, J.M. 1982: Introduction to Electronic Distance Measurement 2nd ed.,
2nd imp., School of Surveying, University of New South Wales, 128 pages.
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APPENDIX A: SAMPLE TEST REPORT

SURVEYOR GENERAL OF
XXXXXX

TEST NO: 1248 DATE: 15 Oct 1983

STATEMENT 0F = S

ELECTRONIC DISTANCE METER

The EDM instrument AGA Geodimeter 112, serial number 23620, as mounted on the
telescope of the theodolite WILD T 2, serial number 234618, together with AGA
prism (AGA PART No. 571 125 021), as mounted in the centre hole of a tiltable
AGA target (AGA Part No. 571 125 026), was calibrated on the MITCHAM Baseline
in Melbourne on 10 October 1983 between 11.00 h and 12.00 h. The prism and the
tiltable target carry the engraved marks '"M.M.B.W. 427" and '"M.M.B.W. 286",
respectively.

The MITCHAM baseline was last measured and certified under Regulation 80 of

the National Standards Regulations on 5 October 1983. A full description of

this baseline may be found in the publication 'The Mitcham Baseline', as published
by this Department (Publ. No.347, February 1983). The EDM instrument as well as the
target/reflector are owned by the Melbourne Metropolitan Board of Works, Mitcham
Area Office.

The measurements were executed in daylight and as specified in 'Recommended Field
Procedures for...' (published by this Department, Publ. No. 286, March 1983).

The reflector/target assembly was always pointed to the telescope of the theodolite
using the gun sight in the centre of the target, both, horizontally and vertically.
All observations were made on a sunny day with light NW winds. The temperatures
varied from + 170 C to + 219 C, with a mean temperature of + 19.0° C.

The following first velocity correction was applied to all measurements by computation:

79.6 x P + 11.20 x e 1076
273,15+t 273.15+¢

where t in °C, P and e in millibar. The yearly average partial water vapour pressure
of 12.8 mb was used, as specified for the Mitcham Baseline.

K'=(275.0 - xD

No additive constant was applied to the measurements. Any built-in additive constants
are unknown and inaccessible to the user. The observations were executed by Messrs.
B. Green, P. Brown and G. Blue of the Melbourne Metropolitan Board of Works.

For the temperature measurement, a ZEAL mercury pocket thermometer, graduated from pP i
to 600 C at 10 C intervals, was used. The calibration constant of this thermometer

was determined by comparison with the weather station dry bulb thermometer at Mitcham
Post Office on 9 October 1983 and yielded + 0.4° C with an uncertainty of one part in
one hundred of * 0.5° C. This thermometer carries the engraved mark ' M.M.B.W. 846",

A THOMMEN pocket barometer 'Everest 6000m' with the serial number 416452 was used for
measurement of atmospheric pressure. |Its calibration constant was derived by comparison
with the mercury column barometer at the Mitcham Post Office on 9 October 1983 and
yielded -16.4 mb with an uncertainty at one part in one hundred of + 0.5 mb. Both
calibrations were executed as specified by the 'Recommended Field Procedures for
published by this Department, Publ. No. 286, March 1983).
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The instrument correction I.C. (in millimetre) was determined according to the
'Recommended Analysis Procedures...' (published by this Department, Publ. No.
287, March 1983) as follows:

D
|.C. = -0.7 - 2.8 (TEEE—J
where D is the distance in metre. This instrument correction is valid in the
distance range from 70 m to 600 m and for an ambient temperature of +19.0° C.
The second term of the instrument correction refers to a setting of the ppm-dial

to *0 ppm and use of the first velocity correction listed above.

The uncertainty of one part in one hundred of the above instrument correction |.C.
52

at 70 m +2. 44 mm
at 260 m +2 .40 mm
at 600 m +4.00 mm

As a guide only, the uncertainties of the instrument correction are also given
for longer distances. {When considering these values, due allowance should be made
for the fact that they are based on extrapolation.)

at 1200 m (£ 7.8 mm)
at 1800 m (x12.0 mm)
at 2400 m (£16.2 mm)

This instrument/reflector set fulfils the requirements of Recommendation No. 8 of
the NSC Working Party on the ''Calibration of EDM Equipment'' (Meeting of 1 February
1983) .

The periodic error was tested over a wavelength of 10 m at distances ranging from
70 m to 600 m; it was found to be insignificant. The measured distances (mean of

four) were found to have a precision of * (0.6mm + 0.k4ppm).

The original measurements and computations may be found in file 'TEST 1248' of this
Department. The instrument should be reverified on or before 5 October 1984.

Certified on the fifteenth day For the Surveyor General of
of October 1983 XXXXKXXX

A.B.C. Black
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APPENDIX B: BUREAU OF METEOROLOGY, REGIONAL OFFICE ADDRESSES AND LETTER
RE STATION BAROMETERS

A.C.T.

Regional Director

Canberra City Office
Bureau of Meteorology

P.0. Box 797

Canberra City, A.C.T. 2601
Tel:(062) 47 0411

NEW SOUTH WALES

Regional Director

N.S.W. Regional Office
Bureau of Meteorology
P.0. Box 413
Darlinghurst, N.S.W. 2010
Tel. (02) 61 6791

NORTHERN TERRITORY

Regional Director
N.T. Regional Office
Bureau of Meteorology
P.0. Box 948

Darwin, N.T. 5794
Tel: (089) 80 2911

QUEENSLAND

Regional Director

Qld Regional Office
Bureau of Meteorology
G.P.0. Box 413
Brisbane, QI1d 4001
Tel:(07) 225 2766

SOUTH AUSTRALIA
Regional Director
S.A. Regional Office
Bureau of Meteorology
P.0. Box 421

Norwood, S.A. 5067
Tel:(08) 42 6601

TASMAN I A

Regional Director
Tas. Regional Office
Bureau of Meteorology
G.P.0. Box 727G
Hobart, Tas.7001

Tel: (002) 23 2834

VICTORIA

Regional Director
Vic.Regional Office
Bureau of Meteorology
G.P.0. Box 1636M
Melbourne, Vic.3001
Tel:(03) 662 2555
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WESTERN AUSTRALIA
Regional Director
W.A. Regional Office
Bureau of Meteorology
P.0. Box 6070

Hay Street East
Perth, W.A. 6000
Tel:(09) 325 9299
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BUREAU OF METEOROLOGY

HEAD OFFICE
150 Lonsdale Street
Melbourne
Victoria

Australia

In reply please quote 25 /2 1 7& Please mark your reply Attention

Dr J.M. Rueger, ' -~
School of Surveying Y APK
University of New

South Wales,
PO Box. 1s
KENSINGTON, NSW, 2033

{fm]
[ o]

="

Dear Dr Rueger,

ACCURACY OF KEW STATTION BAROMETERS

I refer to your letter of 23 March 1984 regarding the
accuracy of mercury Kew station barometers used by the
Bureau of Meteorology.

The Bureau of Meteorology maintains a primary standard
barometer which is the meteorological standard for the
Regional Association V (ie South-West Pacific area) of the
World Meteorological Organisation. This barometer is also
the standard to which all barometers used by the Bureau
are kept traceable. The Bureau's laboratories are not NATA
registered, but the standard barometer is routinely
calibrated against standards held by the National Measurements
Laboratory.

Kew barometers specially selected for use as working
standards are held by our Regional Offices to provide
traceability for the transfer standard barometers used by
inspectors. These working standards are routinely compared
to the Head Office standard by means of transfer standards,
and their readings have an accuracy of within about % 0.2mb.
The working standards are issued with detailed correction
tables which include index corrections obtained over their
working range and corrections to standard gravity and
temperature conditions. The tables are used to obtain station
level pressures.

Barometers issued to field stations have been calibrated
over their working range and are within performance tolerances
specified by BS2520 (NB. No equivalent Australian Standard).
The accuracy of calibration is % 0.2mb, but each barometer
is checked at ambient pressures against working standards up
to the time of issue, so the average index correction is

e
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probably correct to within about % 0.1mb. Calibration
certificates are not issued with barometers. An index
correction appropriate to the average station level
pressure at each field site is used for the preparation of
a correction table to be issued with a barometer.

It should be noted that small variations in temperature
distribution within a barometer, the effects of rising and
falling pressures on the meniscus of the barometer, observer
error (eg. parallax error in readings), etc all contribute
to a spread of about ¥ 0.15mb in readings. Even if the
average index correction is known to within about L D.1mb,
individual readings may, as a result, vary from the true
pressure by up to ¥ 0.2mb. The accuracy of comparison with
another instrument (eg. a surveyor's barometer) will be a
function of the accuracy of the mercury barometer, the
accuracy of the compared instrument, and the different responses
to changing conditions (eg. wind and temperature) at the time
of the comparison.

Bureau inspactors check the index corrections of Kew
station barometers by means of transfer standard barometers
when they visit stations. The accuracy of the check (related
to Head Office standards) is about % 0.3mb. Any field
barometer having an apparent index error of greater than £ 0.5mb
is replaced. Such measures ensure that field barometers have
an accuracy of about % 0.2mb when issued, but are not expected
to have an average accuracy of worse than T 0.4mb even after
a long period of use at stations. TIndividual readings of a
field Kew barometer are therefore expected to be within t 0.5mb

of the true atmospheric pressures.

Correction tables issued with field barometers include
corrections to standard gravity and temperature conditions.
The gravity correction value and the index correction value
appropriate to the average station level pressure are both
stated on the tables, but are not applied to observations as
they are already included in table values. The tables are
used to obtain both station and sea-level pressures.

T trust this information satisfactorily answers your
queries.

Yours sincerely,

s

(A.F. YOUNG)
for Director of Meteorology




-4l

APPENDIX: ANALYSIS OF A 'SPRENT-ZWART' BASELINE DATA SET




_45_

EL® M Ly4L6°99 08610°L9 m g
i fees pemniee T
68° M hmcwo.mmm omwhm.mhm L 2
oo.w M L9EBB* 465 ommmm.mmm 8 m
00° 59026°669 02€21°009 B
68°* 1 9EEEQ°*BLE 0o0teeegleE L I
mm” 1 mwmmo”mmm cmmﬂﬁnﬂmm M 1
i RIS g :
JONVYLISIQ a3asn JONVLISIQ AONVISIA yv11Id 4vi11ld
40 A3Q ais a0k AYLINOZIHOH meJm Q3AY¥3SE0  J31d4N220
S3ONVLSIQ 40 (IHOI¥d V)SNOILVIA3Q QHVONYLS ONV SNOILONA3YH 34071S
S 035, 2aB40e HIVTNEY MOBTRY 48 11T
S3YL3W €Y = 31Y74 Y¥1]1d VY H01037434 40 LH9I3H
S mhmzommc & 31vid mmpmma u>%mm WA3 40 LH9I3
000° 8 HY1lld S69°€ 4v11Id oL 0 HvY11Id
omo.m~ kd m«aqmn hhw.mﬁ m mqqqmm wmm.mﬁ u w e .mm m <#4Ha
Am Hl3W) Q3sn SYYIId4 40 SNOILVA3T3
00°S 2 m>a:o oo°o0T T _3AHND
= 29v14dl 0 = 19VI4l
:1nam- + HWHOE® = € J00W
Wdd00°0 ¢ HWW0O0®0 = 2 300W
Wddos*® + HWOL® = 1 300W (I¥OI¥d V) NOILVIA3Q QUVANYLS
G2= € 300W 0T= 2391 300W Q3A¥3ISE0 SIINVLISIA 40 HIGWNN 8 3NIT 3sve NO SHYITId 40 H3IEWNN

43933NY °*W°r  H¥O04 A31NdWOD

861 ¥380L100 0T ? S SNOILVAM3SEO 40 3Lva ANHNOBTI3IW S sWVYHILIWe °*M°*@°W°W 0Q3Sn 3INIT3sva

¥86T°1°6_:14393NY_°*W°r_Ad
0861 ¢MSNN T73A02°2°d AH nm>oq asr 4<uzau :
NIWNYLSNI WA3 40 NO

(90T812) 000€3WR(029€E2) 2TT vov LNIWNHLSNI

Q3asIA
wm m m MW>wo WYH90Hd



-46-

S =N O MO O (MO~ © MOUROLN (A (-0 —
MO OMEOS O MM OMMHNM S NME
esssercocersoLOOOEROOOE BOGOS

ME MO OO MMM M MMM

N oM~ OO = O M~ O P~ N0~
S ON~MMSOSOM—=—ONNNONO S MO M
NGO O~~~ OGNS NS-MO o NS 3
=M =M= O NNV 00 MO LN M0 @
oo ooo oo oD
s e ss o es0ssBEROORRES S a0 0o
NMNO OO DN (LN O N =D~ LNIM e~
M= ONM-MON VO OVONO S OO N

SOOI ~MND ~SON ~HEIN~0 N

NN~ O MO~ (D O —~P~-0OO O DOV~
N==~ONMO OO OMNMUN~ O NN D
M =MOM~LNDONGDNMOVDNMP——O N G —0-F
D= ettt (PP OV =L DD UMD 3 < LN 0
OO0 OO OO0 rdri\lmOO~—O O rmi OO
© e 00 000000000000 O00 S S80S

N VDO MMNUS ODONT OO G DT
~MO~OONMSMOMNMO MOV ONNO S OO0
OO =N =N — N0 M

& LN O~ ¢ LN D M~ O UMNO M~ DIUNO PO P~ @~ O @

=t et O (O OIS M M MM < S L0 LD OO~



i

890°T= HOLIOVd4 3ONVIHVA

Wdd2s® WHTE® = € 300W (1SO0d) NOILVIA3Q QHVANVYLS
00L° = HOLIVS4 3IONVIHVA

Wdd2y* HWeG* = 231 300W (1S0d) NOILYIA3Q QHVANYLS
Wdd6v® WWe2* =€ 3d0KW 296° = Y0LOvd 3INVIYVA

Wdd6#*® WW69* =1 300KW (1S0d) NOILYIA3Q QHVANYLS

Wdd0s*® WWOE® =€ 300KW
Wdd00°®0 WW00*0 =2 300KW 000°T= ¥0LlOvd FONVIHVA
Hdd0G* WWoL® =1 300W (IHOIHdY) NOILVYIA3Q QHYANYLS

090°2 anava L
296° = Y01OVd JONVIUVA IHOIH3LSOd V ONISN #

SNOILVNO3 IVWHON 0L NOILNT0S

8°92 2°%0¢t v . L8° gleLs=- 906%° *S
2141 2°elLl 9€* SI* #L10° 99¥1*= 0t
930 930 WKW WH WW WKW W

3SVHd 40 °*Q°s 3SYHd dW¥ 40 °Q°s 3ANLITdWY 3NIS0D 3ANIS 3A4YNI

e NddéeL*1 =NOILVIAIA QUVYANVYLS S012L66666° = H0lIV4 37vIS

# HWHWBT® = NOILVIA3Q QHVANVLS WE®TOO0® = € 300W LNVLSNOD 3AILIQQY

# HWHWEG® = NOILVIA3Q QHVANYLS WOL000®~ = T 300W INVLISNOJ 3AILIQQV

# HHWGE® = NOILVIA3Q QUVANVLS WL2816°66S = 3JDNVLISIQ 8 0L T syviild

# HWEE® = NOILVIA3Q QuVANYLS W922€0°8LE = 3JONVISIQ L 01 T syviild

® HH6Z*® = NOILVIA3Q QYVANYLS W$#12G66°SEE2 = 3IONVISIQ 9 0L T syviild

¢ HH9Z* = NOILVIA3Q QUVANYLS HBTO086°EET = 3JONVISIQ S 0L T syviild

¢ HWWEZ® = NOILVYIA3Q QHVANVLS WOLETO®2L = 3JONVISIQ ¢ 0L T syviild

# WWSZ* NOILVIA3A QHVANYLS HEZESE* 6 = 3J0NVISIQ € 0L T syvinld

® WHEZ® NOILVYIA3Q QHVANYLS W606E0°S = 3JONVISIaQ 2 0L 1 syviild



RESULTS OF CALIBRATION AND DATA SNOOPING

53MM
FROM =.00180 TO +00040METRES

l) =

(MODE 1) = =.00070METRES
(MODE 1)

CTOR ESTIMATE (TEST 1 BAARDA)
(INVERSE = ,775)

Eg VARIANCE FA
21,290

9
vaLO

L _TEST
Ft

e

THE NULL HYPOTHESIS IS ACCEPTED

HORIZONTAL

-4 8-

TEST 2 ALARM

STD DEV OF
RESIDUQh ;gg)
e bhéh
»38
e54
025
&7

et & & Fet O
O MMM —=e=lN O
*® o0 0" 00 00
[} — [}

x
>

RESIDUAL

STD DEV OF

N M= Q= M A D

ng oo
DX e o e e e 00 s
20 MO NO DO
Q= M~ OSOO~MINNND
<a ~ ML MO~

HI OO UN~ P~ P~

M MO0 N— IS
F~MOomM S M
—DNM D Ot F I~
oo oNoNOr
= oo o 0 00 o0 00
NN O (VO OO
M~ OO =M 0D

~ OO M0~

TANCE

DIS

it et et i it

MODE
SED

SUNOP~0X0 Mo

PILLAR

=t =t =0 O IO

OCCUPIED OBSERVED
PILLAR



_l*g.._

N (NO OOUNN —~ O M MO P-—N 0NN OO FOND

P NO~OOMOE O MO ~O MMM~ ONNM S~
"eseccee e 00000000000 EEBGSS
- - e - ——

0 OO0 MOINOLUN (N MU NN O~ 00D DN
N M NUMM ¢ NN NS NNNMSODNNM S0 M
escoec0se s 0RO ROOOBGROOREEESES

OO =4O MMONN M- =D MO0 (U O @ 0N 00 D~ —
- OOt P G = (O (U O P M0
s e 00000 e P PO GLOBBEOOESIOEOOES S

=ttt <3 Mttt (M Q= F DN O OMMNM S 40
OJ O O OU IO O O U0 NI O OSO (NOL U N D O O N O
® e 200060080 2000500000008 0O0S

NMOOICO DA NMNNOINO MO OO~
@ P~ == QO < M~ O O M~OVO~O MO NND
MO (N O (U @ O 0D PN QDO (N~ 0V OLN
=~ DMt = O PO NV~ O0 0 MO ~INMISO0 ©
cococooO MO OCROSOOOC®
® 6080080 O B0 0000000000000
NMNOMODO N 4 N-F LU DRI O Pt FINM —
P~ MI~0MONC M~ O N0 DO VO NSO OF 0N

SN AN AN SN0~ N

NGO M~ 0P~ M~ N VO N b= O =0 (I
G NP~ O M=o VIO O F VMo M)
NDOANMN O =MD =S NN OONM &3
= N O D NS00 MO DM~ 0 O
oo oo oO OO OND

e e 0 00O P 0C 0O OCOEGEBEOOEOSBOSOSE S
NMLNDO OMOD O (G4 (U2 INDOO 4 MNOP~r TN UM —
MM MONM M~ 0VO O DO VO NO O ON

SO ~SUOWN ~UON ~OD =0 =N

ME ORI M MO OO OO OO OO

TN OF O-HNMO I~ O INO DU 0O M0 M-D @

= e = OO O O MY Y00 < LN OO~

A)i
SEIQ'ONG AS TEST VALUE V/sV

ax
o Qo«<gm



.-.50_

ot

20=392°=~

20=3€L%=

10=349°

€°E

9Le=

L1

. 7l

10=-32L°

10=-322°

10=362°

20=34T1°

20=31¢*

2 *J°'v

10=3v2°%=

€0=-388°

20=302°

10=361"

9Lt=

6c*

To=3.L€°

To=-32€°

lo=-36€"

10=314°

10-30€"

[0=3LT1°

€E0=329°=

[
XX0 = SYILIWVHYd

£E0=3TE*~

20=352°~

20=342°

10=-355"

L1

to=-3L€°

9r°

T1®

10-316°

10=-39L°

10-309°

to=31€"

lo-382°

g=1 LSIa

L=T LSIQ
cuhm: ay 40 meWMM:wmwuumo

20=3g¢°*=

20=342°=

20=-342°

[0=354°

LA %

10-32¢°

[ %

e

10=-36L°

10=399*

10=-3¢%g°

10=-31€"

10~382°

L

d13WvHvd O

20=38S5"*
€0=-3s1°
20=-3g2°~-
20=-3€T1°
20=342°
E0=346"°
10=39€"*
6E*=
10=32L°
Tte
10=-36E°
20-319°
10=316°
10-301°~
T0=-36L"
20~329°
10=-3.8°
20=-3TL°
10=-365°
20=35%°=
10=-36%°
€0=-381°=
10-31€"
€0=39€E°~
10=-382°

20=398°~
€0=-319°
20~352°=
£0-342°
co=3va*
€0-318°=
to=-382°
or*
To=-3L2°
10=342°=
10=3T%°
€0-31€°=
10=39L°
20-384°=
10-399°
20=-385°
10=-3658°
20=39g°=~
10-369°
20=-32¢°
10=3vy*
S0=3.LG°=
10-31¢"
$0=39[°=
{o=-382°

20-32¢°
st*
20-3g2°~
€0-315°
20-352°
¥0=-365°
10-302°
20-3g2°~
10-362°
£0-388°
10-30¢*
20-3g2°~
10-309°
20-342°~
10-34g°
20-3g2°~
10=364°
20-3g2°~
10=344°
20-35z°~
10-34g°
20-352°-
10-31¢°
20-305°~
10-382°

¥=1 LSIA
o>Hmona Y 9NISN)

G0=-3L5°~
€0-315°
20-352°=
€T
20-352°
$0=324°=
90=-351°~
20-3€L ¢~
20=341°
20-302°
10-3L1°
20-392°
To=3t€*
20-342¢
10-3T€°
20-342°
10=3T€*
20-3v2°
To-31€°
20-352°
to-31€°
20-352°
10-359°
20=36%°
10-382°

€=1 LSIa

$0=391°=
90=365"°
20-305°-
$0=-32%°=
20=36%"°
10-32€°
$0=3€9°
10=349°
20=-31€°
10-361°
€0-329°=
10-355°
10-382°
10=35%°
lo-382°
10-39€°
10-382°
10-382°
to-382°
10-302°
t0-382°
$0=-351°
10-382°
$0=3€9°
10~-355°*

2=1 IsIa



..51_

€'t

- Ry

6z°

I1e

20=-319°

1e2°

e 10-3.8°

1e°

10=301°= 20~-329°

€0=3TL°~

y1°
10~-369°

€0=3TL°=
20=31.L°
L A0

St1° €1°* 10=-32€°
10=-34g° 10=-359° 10=-35S°

=! 3Hy XIHYLVYW SIHL J0 SIN3IW3IT3 VYNOOVIQ

E0=-35T1° 20=3€T" €0=3%6°
20=35¢°~= €£0-30T1°~= £0=39E°=-
£0=319° €0=-3%2° €0-318°=



_52_

S3HL3W 0001 006 008 0oL 009 00s 00+ 00€ 00z oot 0
esossnonssansssnclonatensanlsvopntconlyrnnntonnloondtoppenl=ppopenonlonnpsaonnlonssnpnanloscosastnlasciapsannnlonoenaeass

e %R
N
(=]
]

H

1\\\\\\\\\:

‘e
rlllf!lllfllk

...-o.o-.l.-.t..oooo--.-olt.‘co.-...oc-.......-...lou csvssecee

it E R EEEE LRI E R R E R R R LR SRR R R R R R IR ] R

ALl 2T 2 atpnnenisnsonsae septaonisnntonen T EY Y ERET DTS Py ey socennesliovnnosnnnslonsananas

sosensenlos wlae (1] ol
S3YL3IW 0001 006 008 00L 009 005 00 00€ 002 00T
(X0Yddy) [sg*® 8.9-1¥.
nxommaqw mcm¢wm J<hzwm*mmn S37vas
JONVISIA SNSHY3IA (HOLIVY IFONVIWVA ITHOIHILSOd V ONISN) (=) SIVAMILNI IFINIAIANOD %S6 HLIM (+) SIvnais3y
1 300KW

Sl EIE R R EEE R REEE RS SR SRR R SRR R R RS R R RS R



S3YL3W 0001 006 0o0@ 004 009 00s 00% 00€ 002 00t 0
t-tt-ttt-ttttttu.cc:c-ttncatsstt-tttattttttttcut-ottttt_ssntt-:-t_ttatnstttnamttttttc.ca-ttttt_gtttttnnt.-ttt.oetat

*

o

o
]

_53_

° *
[} *
[} *
L}
) *
[ #*
* - *
- *
® - »
® *
» - *
® - *
* L - #*
& *
L] - L
) - *
‘ ) - ‘
* $ - - o
* \ - - *
* + + «
L] = *
* - * - - o
"lo.oonoo.oco-o.oonoo-oc..-ooco.onooooonconco..ooo-tunclnoo0-.o-cu-o.'o -ou §o.o--no louunoao 4 — *\u-o.ooo“
. \ }/ \\ ™
° h g i &
L] v - ﬁ@\ FER™ - 'Y
. & - 3 = * .
L] - - #*
* *
» * - - *
] + &
. - - e - - - %
L] %
» . = *
L] »
L] *
] %
L] Co *
L - o
* - *
* L
* *
L} *
* *
* *
L] *
L ] [}
t!t"#lti#l“‘tl-l.t.#tlt'u.tt*t#*t‘-t#‘l.lt‘t_*'#‘t‘t‘lnt#t.##‘ltn#ltﬂ#ltt*-tt"‘##ttu##.##**‘#n#l##‘.#ﬂ#—#ﬁ#“tﬂt.'
S3YLIW 000T 006 oos 0oL 009 00s 00 00€ 00z oot 0

9439 608 7E WINRHERN samwos

3ONVLISIQ SNSY3A (HOLOV4 IONVIYVA IHOIYIALSOd V ONISN) (=) SIVANILNI 3INIAIINOD %S6 HLIM (+) SAvnaIS3y
€ 300W



-5h4-

APPENDIX D: ANALYSIS OF A 'SCHWENDENER BASELINE DATA SET
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RESULTS OF CALIBRATION AND DATA SNOOPING

« 137STMETRES

«13411 TO

(TEST 1 BAARDA)

= ,806)

(INVERSE

2991

TEST _ON VARIANCE FACTOR ESTIMATE
VALUE =1.240

NAL
UE =
Fo

NSiO
VAL
ICAL

MULTIDIM
uL ITési
CRI

THE NULL HYPOTHESIS IS ACCEPTED

<Ef=

ALARM

o

> SN QMO ~NO NN MO MUN—O-M O
NAECIN O NG =~oOoNT Moo VoM
VIN\NH e s 0o s oo 0osceccssnssssasar
(g ] el B L] —t — -
-

>
(=171

g ]
> <O N VOO OVMO O P~0MO 0 DM O™~
LW IO LN M~ 0 080N O O LD LD N OO 3
OdIee e sseceeseeesssosssossss

=2 et =t bt et —
[a]a}
—r—
wnn

Wl

o
I
=2 0 O M OUNM-F MDD O SO OD0
O IO OVNN—OMMOONMINooNOoNOM~
~N>X s 0 000 000 ¢ & e e 08 s 800
w — NI ——te—— (U I IO B
W 1 i (I } ]
[+ 4
L
(= il

e

> U~ OO N OH=0 ND THU N  F O 0~

WO E~MF Nt O—O—~O oo oo

0O X eoeo e eve v eee s os 00800 ass
- — — — —

[ala]

=<

]

4M S OO THOONT ORNOON~-MO
Ol NI OVO—OMNRF—~OMOUN T~
WO MoMmMNNOMIETTOMONOOOMNMOG
=ZHoo M NN U~ NNNMO OO —O
g NN © oo NN SN NN O o NN oW
DX e e e s 0 e 0000 et e esss0 00
N A0 MUSNM- OO~ NS S 0000
Q- O OOoNNONC =MD ONMLIN—
g0 N~OOOOMNMEFIN—~NN —r

— ot

| oo oOC o ocooooo0000o
<w OO ROOO00000000
=0 OOMN~TOOSGOFT VNNMDON—R
ZZ OO OSSO~ ITSODTONNONS T WO
O MM ODOFTODMMMOTMMACDMDMM
N—X oo o o0 o 0060 0a¢ o008 800
) e (Ut =N M=o OV LN TR DD DD
X ~n0 0 OONLNONCONM MO NMUN~
go N~ OO NMEFUNA NN e
——t

wo

=3

Xd (N DO MM SN0 M IO PN 0P D PP~

O ettt = (OO M MO DN



NMO NG —N=NOMMNO0 O NNO 9

I~ O~ MO ¢ NNONDNO NGO 7 OO

®ssesse e 0eees0ROE SO0
- — et —t—t - et e

P~ONNMP-N V- O OMMNI P N O
elageleeleoToal Vo lVel g o o To I¥al¥e e ToYTo RTo [To1To Ty }
seseecssc000s008008 0008

O VoM M~ O (OO LN O~
NOOOVNC DO F 0 OMNNICO O OMM-M
® @ @ % & @ S0 O 0 OSSO S BEe S S
1 ~1 1] | ] I § LI ]

] [ ]

OO N NO MG O DO O P~-M OV
SIS OWRE M GO T

e o & 00 &0 5000 0000 e o8 o0

N O OO MMM OMM M MMM,
MMMMEOE) MMM OO O M) Mo
@ @3 OO (M SO D~ MO M OM~ N~
O OMUNM ON~—(IMUNNMD O OO
N ocoou) NN OWINNOG: Oy LNO NN
®@ ® o o0 &0 00O 0SS e S e 0 e
= PN M (et N = O O P~ 3~ 0 OO Oy
O MO ON ND N =IO © (UMD
N~OROONM Tt
-

DO~~~ DOoOOO o OO o0
oo OOV OO O 0000
D @O F OO0 M OO =0 M~ F OM~ND F —~0 O
DEOINNUM PN~ NFINNMO O OO O
1N 4 o oo VN INNO INNNOG: O LHO NN

® 20000 ISP GROESERT S SBO S
=N~ M OO MUNS I~ O OO0
O OSSN NDN— N MNV O NMLN—
OO MG F Nttt e

—te—t

M OMEOEE e OO O M Moo

ANMFUNO P A RO P UNOMN D PO -~

LalaleToTo la TVIeV sV Ist b Tas Teplop o g g JT91Ta 000 ]

.-.59_.

E V/SV

D AS LONG AS TEST VALU

ARDA) &

2 B
CCEPTé
L VALUE 3.29



-60-

10-321° g2* 10=3G6°~ 10=-322° 20=319° 20-342°= 20=32¢9° 20=30%°= 10-322°~

20=3€6°~ 6E"° 10=-3%1° 10-306°
€0=3Ev°~ lye- el* 20=36L°- 20=-381° 10=3%1° 10=302°~ 20=-3€E9° 20=3LE®=
1o0-302° 10=-3%1" gE*® 20=366°=
20=39%° 10=30€°~ 10=-321° 1o-302° 20=34¥%° 20-359°= $0=-344° 10-391° 20-302°=
91°~ 10-306° 20=-356°~ g89°
10=3€1" 0* 1= Sv* 10=-321° 10-321° 1o-312° 20=369* 10-30€°~ 10=311°%=
10=-321° E0=3EH"~ 20=39%° T0=-3€T°
tre 10-358° 10=-345* 02° 91°* 130 S po+30T1° 10=-389° 10=-3LE®
ge* 18 10=-30E°=~ 0°1=
10=358"° 6°€ LA ee’ 0E*® L2* 62° ge* 61°
10=3S6°~ 1 10=-321° Sy
10=34%5° yo 1= 8L*® 10=366"° 10=-30L° 10=306"° 20=-328° 10=-382°~- 10=392°%=
10-322° 20=36L°~ 10=-302° 10-321°
oz ee* 10-366° 8c"* cv* 6E"® 2c’ 92* 61°
20=319° 20~-381° 20~3%%° 10=-321°
91* oE*® 10=-30L° Sy° 9y* He* 6z° v gle
20=34%2°= 10=34%1° 20-3569°~ 10=-312°
o s Lz 10-306" 6e* ve* LE® 92°* 22 LL*®
20-328° 10=302°= H0=-39%° 20=-369°
00+30T1° 62° 20~-328° 2€* 62° 92° oe* 0z 91°
20=304°= 20=3€9° 10-391° 10=30€E°=
10=389° ge* 1o=-382°= 92° ve* 2z° 02° g2 st
10-322°~ 20=-3LE"~ 20=302°= 10=-311°=
10=-3LE" 61° 10-392°~ 61° er* L1* 91° ste 12
2 *J*v 1 °2° L=-1 1S14 9-1 LSIa S=1 1S1I0 -1 1SId €-1 1SId 2=1 LslIa
o = svaioveina CUSIEDN AR TOLAIY TSR TR e 7



_.61..

e

6°t

gL

8s*

9v*

AN
Le®

20=-3€p°~

6e* 8E* 89°
0g* 1A 12

Jyv XIHLVYW SIHL 40 SANIW3ITI TYNOOVIA

10=-302° 91 °=



-62-

S3Hl3W 0001 006 008 00L 009 00s 00+ 00€ 002 00t 0
sasvsanstetosneplosn=essenlonteossanlipgtonntssnlasretenostnlonnvnssttletopmponnipsneopnnnlonoossataiontoop=nnliootatatass
L3
#

#*
uwv0=
*

T

]
¥
—
o

]

....'.l......-"'l.u.l. .-.ll......l..—ll'..‘.l.lI.l...llllll.l.n nl.l»..l

B S
[ ]
+

SI2 B RS RS EEERE SR EREER R R R R RN

HEsanasoRsttatecsasttasnlsrrasssanlavnsntanonlonntanasalssannnpn=ladtonoatalatatapnas toorsoaatslattonade=laanutanen

S3YL3IW 0001 006 008 0oL 009 00s 00% 00€E 002 0ot

IR IR IR R T R E IR I R R R R R R R R RS R R R R R R R R R Rl R R L

(X0Yddv) T:E€°91 ..4<UH*1w>
(XOHddV¥) 000+:T IVLINOZIMOH S3TVIS
Sv

JONVLSIO SNSHIA (HOLIVA IONVIMVA IHOIH3LSOd ¥ ONISN) (=) AYIUANT 3FONIOQIANOD %S6 HLIM (+) SVNAIS3IY
T 300W



w63

S34L3IW 0001 006 008 00L 009 00S 00% 00€ 002 001 0
trsneannonsssssolovatovonnlonnansnonlasasosanalonttnantnl sapeaanan laotoaaoonlananaatos LOREoaeatalaanaaated lontatatass

® *
'y %
» %
& wy 0=
* L]
& -]
* #*
& *
& #wE0=-
® i*
L) L ®
® #
‘ L] - *
» - a20=
* : - #
- - - #
- ®
‘ - - - *
“ #l0=
[} = @
» - @
™ #
™ - \\\ ,/ ¢
™ .l-Il.u‘.nl.ul.t.t‘n..’.ll'ulc #
» “e #
o = +* - + &
® \ !/I!/+ - #*
* * ' #
* + - #10+
® - #
“ - g
® - - “
® - - - »
# = = - #20+
) L “
o “
- - #
“ o
© #E0+
“ o
L] )
L) *
L] *
- #v0+
L) *
L) )
L] *
L) *
nttttt-tttttttctnt#tttttst.ttvouatatnuttettttt"tataatt¢$unaaa¢$¢t _attcatt#*"a$ttcaat#n¢tta¢tta¢n ##ﬂtt# na##unttttt

S3YL3W 000T 006 008 00L 009 0Ss 00% 00€ 002z 0t 0

(X0Hddy) [ig* £*voILy3
(X0dddv) 000+ M IVINDZ zoD S$37vos
JONVLISIA SNSH3IA (HOLOV4 IONVIHMVA THOIHILSOd V ONISN) (=) SAVAHILNI IINIFOIANOD %Se HLIM (+) SIvnaIs3y
€ J00W



